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Abstract
Session-based recommendation becomes a re-
search hotspot for its ability to make recommen-
dations for anonymous users. However, existing
session-based methods have the following limita-
tions: (1) They either lack the capability to learn
complex dependencies or focus mostly on the cur-
rent session without explicitly considering collabo-
rative information. (2) They assume that the rep-
resentation of an item is static and fixed for al-
l users at each time step. We argue that even the
same item can be represented differently for differ-
ent users at the same time step. To this end, we pro-
pose a novel solution, Collaborative Self-Attention
Network (CoSAN) for session-based recommenda-
tion, to learn the session representation and predic-
t the intent of the current session by investigating
neighborhood sessions. Specially, we first devise
a collaborative item representation by aggregating
the embedding of neighborhood sessions retrieved
according to each item in the current session. Then,
we apply self-attention to learn long-range depen-
dencies between collaborative items and generate
collaborative session representation. Finally, each
session is represented by concatenating the collab-
orative session representation and the embedding
of the current session. Extensive experiments on t-
wo real-world datasets show that CoSAN constant-
ly outperforms state-of-the-art methods.

1 Introduction
In the era of rapid change of information, the primary pur-
pose of the recommender system is to provide users with the
required information in a timely and effective manner. How-
ever, the user’s identity is unknown in many scenarios. For
example, the user is not logged in when browsing an on-
line shop. In this scenario, only the limited user interaction
records in the current session can be used to predict the user’s
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next click. To improve the recommendation results for anony-
mous users, the session-based recommendation has attracted
a lot of attentions.

Early works on session-based recommendation focused on
discovering item-to-item relations, like transition relation and
co-occurrence relation. Typical methods such as ItemKN-
N [Linden et al., 2003; Sarwar et al., 2001] and Markov
Chain [Garcin et al., 2013; He et al., 2009] relied on the last
element in the session to generate recommendations. How-
ever, relying solely on the last element of the session cannot
reflect users’ interests throughout the session. Then, session-
based KNN [Hariri et al., 2012; Bonnin and Jannach, 2015;
Lerche et al., 2016] was proposed to compare the entire cur-
rent session with the past sessions in the training data to de-
termine which item to recommend. However, neighbor-based
approaches lack the ability to learn complex dependencies
and sequential signals within the current session.

Recent studies model a series of clicks in the session as a
sequence and utilize neural networks to model the whole ac-
tion sequence. For example, GRU4Rec [Hidasi et al., 2016]
applied recurrent neural networks (RNN) for session-based
recommendation and treated this problem as time series pre-
diction. With deep learning making massive strides in various
research areas, more and more deep learning models improve
simple RNN-based models by considering the main purpose
of the session [Li et al., 2017], capturing user’s general pref-
erences and current interests [Liu et al., 2018]. Other models
like SR-GNN [Wu et al., 2019] modeled the sessions as a
graph to capture complex item interactions. However, RNNs
are notoriously tricky to train [Pascanu et al., 2013] because
of the gradient vanishing and exploding problem. Various
variants like LSTM and GRU alleviate the above problems
but still struggle to capture long-term dependencies.

More recently, a new sequential model named Trans-
former [Vaswani et al., 2017] has achieved promising per-
formance and efficiency in recommendation tasks. Different
from RNN-based methods, Transformer allows the model to
access any part of the history regardless of distance, making it
potentially more suitable for grasping recurring patterns with
long-term dependencies. For instance, SASRec [Kang and
McAuley, 2018] modeled the entire user sequence through
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a simple and paralleled self-attention mechanism, and adap-
tively considered consumed items for prediction. Neverthe-
less, these model-based methods focus mostly on the current
session without explicitly considering collaborative informa-
tion which may help improve recommendation performance
for the current session. Moreover, the item representation of
these models is relatively static and fixed for all users. Still,
we argue that the representations of items should be different
for different users even at the same time step.

To resolve these issues, in this paper, we propose a collab-
orative self-attention network. Firstly, we construct a collab-
orative item representation with two steps. The first step is to
find the set of neighborhood sessions of the current session.
For each item in the current session, we calculate the similar-
ities between the current session and the M recent sessions
which also interact with this item, then select the K most
similar sessions fromM recent sessions as neighborhood ses-
sions of the current session. In the second step, we perfor-
m weighted summation on neighborhood sessions to obtain
the complementary feature embedding, where the weight of
neighborhood session is defined as its similarity with the cur-
rent session. Then, the complementary feature embedding is
merged with the original item embedding to generate collab-
orative item representation. Secondly, we learn long-range
dependencies between collaborative items and generate col-
laborative session representation. Finally, we concatenate the
collaborative session representation and the session embed-
ding to predict the probability of clicking on the next item.
The contributions of our work are summarized as follows.
• We propose the collaborative self-attention network

(CoSAN) to learn the session representation and predict
the intent of the current session by investigating neigh-
borhood sessions and modeling the long-range depen-
dencies between collaborative items.
• We design a collaborative item representation method

through injecting complementary feature embedding
represented by neighborhood sessions into the item em-
bedding. It not only explicitly utilizes the collabora-
tive information in neighborhood sessions, but also con-
structs the dynamic item representation.
• We compare our model CoSAN with state-of-the-art

methods and verify the superiority of CoSAN through
quantitative analysis on two real-world datasets.

2 Related Work
Since our collaborative self-attention network (CoSAN)
is proposed for session-based recommendation with self-
attention network, we survey related work from two areas:
session-based recommendation and self-attention network.

2.1 Session-based Recommendation
Session-based recommendation makes use of implicit feed-
backs in the current session instead of explicit preferences
(e.g., ratings) to make recommendations for anonymous user-
s. Therefore, the model-based methods are not suitable for
the session-based recommendation when lacking user pro-
files. In this scenario, it is natural to employ the item-to-
item recommendation approaches to solve this task. [Linden

et al., 2003] proposed an item-to-item collaborative filtering
method to compute the similarity between items based on
their co-occurrence frequency. [Sarwar et al., 2001] analyzed
different item-based recommendation generation techniques
and compared their results with basic k-nearest neighbor ap-
proaches. In the session-based setting, [Hariri et al., 2012;
Bonnin and Jannach, 2015; Lerche et al., 2016] compared the
entire session with previous sessions in the training set and
decided which item to recommend. Though these method-
s are proved effective in the session-based recommendation,
they either ignore the global information of the whole click
sequence, or cannot learn complex dependencies and sequen-
tial signals within the current session.

Recently, neural networks and attention-based model-
s are popular in the session-based recommender system.
GRU4Rec [Hidasi et al., 2016], which employed session-
parallel mini-batched for training, first introduced the GRU
to the session-based recommendation. Later, an improved
version [Tan et al., 2016] was proposed to boost the recom-
mendation performance further. NARM [Li et al., 2017] pro-
posed to model the user’s sequential behavior and capture the
user’s main purpose of the current session by applying hy-
brid encoding with the attention mechanism. STAMP [Liu et
al., 2018] captured user’s general and current interests by ap-
plying MLP networks and an attentive net. SR-GNN [Wu et
al., 2019] modeled the sessions as a graph structure to cap-
ture complex item interactions while the user’s global pref-
erences and current interests were combined through an at-
tention mechanism. Nowadays, WH [Jannach and Ludewig,
2017] showed nearest-neighbor methods should be consid-
ered as competitive baselines for session-based recommen-
dation scenarios, and combining GRU4REC with the KNN
methods in a weighted hybrid approach led to a better result.
CSRM [Wang et al., 2019] hybridized the inner and outer
memory encoder to model the preferences of the current and
neighborhood sessions respectively.

2.2 Self-Attention Network
Since Transformer [Vaswani et al., 2017] showed its excel-
lent performance on machine translation tasks, self-attention
mechanism has been widely used to model the sequential da-
ta and achieved remarkable results in the recommender sys-
tem. SASRec [Kang and McAuley, 2018] modeled the en-
tire user sequence through the simple and parallelized self-
attention mechanism, and adaptively considered consumed
items for prediction. CSAN [Huang et al., 2018] proposed
a unified contextual self-attention network at the feature lev-
el to capture the polysemy of heterogeneous user behav-
iors for sequential recommendation. FDSA [Zhang et al.,
2019] modeled the transition patterns between items and fea-
tures through an item-based and a feature-based self-attention
block, respectively. GC-SAN [Xu et al., 2019] utilized the
complementarity between self-attention network and graph
neural network to enhance the recommendation performance.

A recently proposed CSRM [Wang et al., 2019], which is
closely related to our work, incorporates two parallel memo-
ry modules to consider current session information and col-
laborative neighborhood information, respectively. The dif-
ferences between our work CoSAN and CSRM are three-
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folds. First, the item representation of CoSAN is dynamic.
In CoSAN, a collaborative item representation is proposed,
which is capable to dynamically generate different repre-
sentations when encountering different users and time step-
s, while the item representation of CSRM is relatively static
and fixed for all users. Second, when retrieving neighborhood
sessions, CoSAN retrieves K most similar neighborhood ses-
sions for each item in the current session. In contrast, CSRM
retrieves K most similar neighborhood sessions according to
the local encoder which reflects the main intent of the cur-
rent session. Therefore, CoSAN contains more diverse col-
laborative information than CSRM. Third, CoSAN employs
the self-attention network to capture the long-range depen-
dencies between collaborative items regardless of distance.
Meanwhile, CSRM models a user’s information in the current
session with the help of RNNs and an attention mechanism,
which is insufficient to capture long-term dependencies.

3 Collaborative Self-Attention Network
In this section, we first formulate the problem of session-
based recommendation, and then elaborate on our proposed
collaborative self-attention network (As shown in Figure 1).

3.1 Problem Statement
The task of session-based recommendation is to predic-
t which item the user will click next based on the current
session. Let V = {v1, v2, ..., v|V |} denote a set of all unique
items involved in all sessions while S = {s1, s2, ..., s|S|} de-
notes a set of sessions, where |V | and |S| are the total number
of unique items and sessions, respectively. For an anonymous
session, a sequence of n clicked actions by the user is denot-
ed as si = {x1, x2, ..., xn} in the time order, where xt ∈ V
represents a clicked item of the user at time step t. The goal
of session-based recommendation is to predict the next click
(i.e., xn+1) for session si. Formally, our model aims to gener-
ate a ranked list of all candidate items by predicting their click
probability. The scores of all candidate items are denoted by
ŷ = {ŷ1, ŷ2, ..., ŷ|V |}, where ŷi refers to the score of item vi.
The prediction scores are ranked in the descending order, and
the items ranked in the top-k are used for recommendation.

3.2 Collaborative Item Representation
Collaborative item representation is a dynamic item repre-
sentation with collaborative information by explicitly con-
sidering other sessions that also interacted with the item in
the current session. The process of constructing the collab-
orative item representation can be divided into searching for
neighborhood sessions of the current session and construct-
ing collaborative item representation. To be specific, the em-
bedding of session si and item xt are defined as esi and
ext

according to session id and item id, respectively. Let
Ni = {Ni,1, Ni,2, ..., Ni,n} represent the set of the embed-
ding of neighborhood sessions for the whole session si, where
Ni,t is the set of the embedding of neighborhood sessions that
interact with xt in si.
Search for Neighborhood Sessions. The process of
searching for neighborhood sessions is as follows. Given
the current session si and the item xt which is interacted by
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Figure 1: The architecture of our proposed CoSAN.

the current session at time step t, we first take the recent M
sessions which also interact with xt as candidate neighbor-
hood sessions. To further obtain the most similar K sessions,
we calculate the similarity [Bonnin and Jannach, 2015] be-
tween current session si and candidate neighborhood session
mj ∈M at time step t as follows:

sim(sit,mj) =
|sit ∩mj |√
|sit| · |mj |

(1)

where sit is the set of the first t items in the current session si
whose last element is xt, andmj represents all items in the j-
th session inM . According to theK largest similarity scores,
we take the corresponding sessions as the final neighborhood
sessions, and the similarity scores are regarded as the weights
of these neighborhood sessions.
Construct Collaborative Item Representation. After ob-
taining the K neighborhood sessions and their weights, the
second step is to construct the collaborative item representa-
tion. As shown in Figure 1, with the embedding of K neigh-
borhood sessions Ni,t = {n1

it, n
2
it, ..., n

K
it } and their similar-

ities Wi,t = {w1
it, w

2
it, ..., w

K
it }, the complementary feature

embedding of si according to xt is formed by a weighted sum
of Ni,t as follows:

fit =
K∑

k=1

nkitw
k
it (2)

where nkit is the embedding of the k-th neighborhood session
of si at time step t, which is generated according to session
id. Finally, the item embedding and complementary feature
embedding are merged together to get the collaborative item
representation which is a session-related embedding for item
xt, defined by:

cit = merge(ext
, fit) (3)

where merge(.) is a function that combines two vectors into
one. The particular choice of merge(.) in our model is a
simple weighted vector addition as follows:

merge(x, y) = x+ αy (4)
where α is a weighting parameter to indicate the importance
of variable y. In our model, α is used to measure the impor-
tance of the complementary feature embedding fit.
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3.3 Self-Attention Layers
Self-attention, an attention mechanism relating to differen-
t positions of a single sequence to compute a representation
of the sequence, has been successfully employed in various
fields [Cheng et al., 2016; Parikh et al., 2016; Paulus et al.,
2017; Lin et al., 2017]. To learn global dependencies be-
tween the collaborative items and generate the collaborative
session representation, we employ the self-attention layers
composed of self-attention blocks, multi-head self-attention,
feed-forward network, and multi-layer self-attention.
Self-Attention Blocks. An attention function can be de-
scribed as a mapping query and a set of key-value pairs to an
output, where the queries, keys, values are the set of collabo-
rative item representations C = {ci1, ci2, ..., cin} for session
si in our case while the output is the collaborative session rep-
resentation which can reflect the intent of the current session.

H = softmax(
(CWQ)(CWK)T√

d
)(CWV ) (5)

where the projection matrices WQ, WK , WV ∈ Rd×d and√
d is the scale factor which is used to avoid overly large val-

ues of the inner product, especially when the d is high. d is
the latent dimensionality.
Multi-Head Self-Attention. To enable the model to jointly
attend to the information from different representation sub-
spaces at the different positions, we adopt multi-head atten-
tion employing h separate attention models with distinct pa-
rameters in parallel. The output of all attention models are
concatenated to generate final values.

O = Concat(H1, H2, ...,Hh)

Hi = softmax(
(CWQ

i )(CWK
i )T√

d
)(CWV

i )
(6)

where the projection matrices WQ
i ,W

K
i ,WV

i ∈ Rd×d.
Feed-Forward Network. In order to overcome the short-
comings of self-attention being a linear model, we use a
point-wise feedback network with the ReLU activation func-
tion to endow the model with nonlinearity and consider in-
teractions between different latent dimensions. Then we use
residual connection to make full use of low-layer information.

F = ReLU(OW1 + b1)W2 + b2 +O (7)
where W1,W2 are d × d matrices and b1, b2 ∈ Rd are bias
vectors. We also employ normalization to normalize the in-
puts across features while dropout is used to avoid overfitting.
Multi-Layer Self-Attention. To learn more complex item
transitions, we stack the self-attention block to construc-
t multi-layer self-attention. We define the above whole self-
attention network for simplicity as follows:

F = SAN(C) (8)

Then, the r-th (r>1) self-attention layer is defined as:

F (r) = SAN(F (r−1)) (9)

where F (1) = F and F (r) is the final output of the multi-layer
self-attention network.

Dataset Retailrocket Yoochoose 1/64 Yoochoose 1/4

clicks 1,085,217 557,248 8,326,407
train 455,327 369,859 5,917,746
test 16,240 55,898 55,898
items 48,989 16,766 29,618
avg.len 3.54 6.16 5.71

Table 1: Statistics of the datasets.

3.4 Prediction Layer
To predict the next click of the session si, we get the final ses-
sion embedding by concatenating the last dimension of F (r)

[Kang and McAuley, 2018] and session embedding esi :

Sf = concat(F (r)
n , esi) (10)

where F (r)
n represents the n-th row of the matrix. Then, the

score of each candidate item vp ∈ V is:

ŷp = (Sf )
T vp (11)

where ŷp denotes the recommendation probability of the item
vp to be the next click of the session si. Finally, we adopt the
binary cross-entropy as the optimization objective function:

L = −
∑
vp∈si
vq /∈si

log(σ(ŷp)) + log(1− σ(ŷq)) + λ‖θ‖2 (12)

where σ is the sigmoid function. θ is the set of all learnable
parameters and λ represents the regularization term. More-
over, for each target item vp of the session si, we randomly
sample a negative item vq .

4 Experiments
In this section, we first set up the experiment. And then, we
compare our model with the start-of-the-art baselines and an-
alyze the results. Finally, we explore the role of components
(e.g., neighborhood sessions, self-attention network) of the
model and the influence of hyper-parameters (e.g., the latent
dimensionality and the number of neighborhood sessions).

4.1 Experimental Setup
Datasets
We study the effectiveness of our proposed model CoSAN on
two real-world datasets, i.e., Retailrocket1 and Yoochoose2.
• Retailrocket is the users’ click stream data published by

a personalized e-commerce company that contains six
months of user browsing activities. In our experiments,
we first manually partition the user’s history into ses-
sions in a 30-minute interval, then filter out sessions of
length 1 and items that appear less than 5 times.
• Yoochoose which contains click-streams on an e-

commerce site is a public dataset released by RecSys
Challenge 2015. After filtering out sessions of length
1 and items that appear less than 5 times, there remain
7,981,581 sessions and 37,483 items.

1https://www.kaggle.com/retailrocket/ecommerce-dataset
2http://2015.recsyschallenge.com/challege.html
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Datasets Retailrocket Yoochoose 1/64 Yoochoose 1/4
Measures HR@5 MRR@5 NDCG@5 HR@5 MRR@5 NDCG@5 HR@5 MRR@5 NDCG@5
BPR-MF 0.3292 0.2904 0.3003 0.2519 0.1780 0.1966 0.2083 0.1615 0.1733
FPMC 0.3055 0.2699 0.2789 0.2904 0.1917 0.2162 0.2660 0.1672 0.1917
IKNN 0.1762 0.1042 0.1221 0.3282 0.1997 0.2315 0.3206 0.1957 0.2267
SKNN 0.4606 0.3276 0.3608 0.3944 0.2268 0.2684 0.3936 0.2266 0.2680
GRU4Rec 0.3390 0.2433 0.2674 0.3621 0.2270 0.2610 0.3951 0.2451 0.2717
STAMP 0.4639 0.2776 0.3238 0.4637 0.2784 0.3244 0.4693 0.2804 0.3273
NARM 0.4516 0.3241 0.3559 0.4677 0.2803 0.3269 0.4760 0.2824 0.3305
SASRec 0.4943 0.3929 0.4166 0.4376 0.2926 0.3264 0.4462 0.2922 0.3306
CSRM 0.4520 0.3257 0.3572 0.4707 0.2815 0.3285 0.4783 0.2846 0.3328
CoSAN 0.5399 0.4139 0.4453 0.4801 0.3093 0.3517 0.4894 0.3105 0.3525
Improv. 9.22% 5.34% 6.90% 2.00% 5.69% 7.06% 2.32% 6.25% 5.92%

Table 2: The performance of different methods on the two datasets. We generate the Top-5 items for recommendation. Boldface indicates the
best results (the higher, the better), while the second best is underlined.

We take the sessions of the subsequent day on Yoochoose and
the sessions of the subsequent week on Retailrocket for test-
ing. Since Yoochoose is quite large, we sorted the training se-
quences by time and reported our results on more recent frac-
tions 1/64 and 1/4 of the training sequences [Li et al., 2017].
Note that the items in the test set should be included in the
training set. After preprocessing, the statistics of the datasets
are shown in Table 1. For the session si = {x1, x2, ..., xn},
the input of our model is {x1, x2, ..., xn−1} and its ex-
pected output is a ’shifted’ version of the same session
{x2, x3, ..., xn} during the training process. In the test pro-
cess, we take the last item as the ground truth and the remain-
ing as the input to generate the session representation. It is d-
ifferent from previous session-based methods [Li et al., 2017;
Liu et al., 2018] because the self-attention network performs
better in the task of sequence to sequence than the sequence
to item. Furthermore, we add zero-padding to the left side
of the clicks in the session if the session is shorter than the
fixed-length l. Otherwise, we take the most recent l clicks.
Evaluation Metrics and Implementation Details. To e-
valuate the performance of all models, we adopt Hit Rate
(HR@N), Mean Reciprocal Rank (MRR@N) and Normal-
ized Discounted Cumulative Gain (NDCG@N) as metrics.
The former one is an evaluation of unranked retrieval result-
s while the latter two are evaluations of ranked lists. Here,
we consider Top-N (N = 5) for recommendation. Without a
special mention, we set the number of self-attention heads h
and self-attention layers r to 1 and 2 respectively. Also, the
weighting parameter α is set to 0.5.

4.2 Baselines
We compare our model with the following methods.
• BPR-MF [Rendle et al., 2009] is the state-of-the-art

method for non-sequential recommendation, which opti-
mizes matrix factorization using a pairwise ranking loss.
• FPMC [Rendle et al., 2010] combines a Markov chain

model and matrix factorization for the next basket rec-
ommendation. Note that in our recommendation prob-
lem, each basket is a session.
• IKNN recommends the most similar K items according

to the last item in the current session based on cosine
similarity.

• SKNN computes the scores of candidate items accord-
ing to their occurrences in the neighborhood sessions
when predicting the next item for the current session.
• GRU4Rec [Hidasi et al., 2016] is an RNN-based deep

learning model for session-based recommendation. It u-
tilizes a session-parallel mini-batch training process to
model user action sequences.
• STAMP [Liu et al., 2018] is a short-term memory priori-

ty model which captures the user’s long-term preference
from previous clicks and the current interest of the last
clicks in a session.
• NARM [Li et al., 2017] employs RNNs with attention

mechanisms to capture a user’s main purpose and se-
quential behaviors, which are treated as equally critical
complementary features.
• SASRec [Kang and McAuley, 2018] is a self-attention

based sequential model which can consider consumed
items for next item recommendation. Here, we view a
session as a sequence.
• CSRM [Wang et al., 2019] is a deep learning model

that consists of an inner and an outer memory encoder
to model the preference of the current session and the
neighborhood sessions.

4.3 Performance Comparisons
Table 2 illustrates the experimental results of all methods on
both datasets, and we have the following observations.

Among traditional methods, SKNN performs the best be-
cause it takes advantage of all clicks in the session and con-
siders collaborative information. BPR-MF and FPMC per-
form stably on different datasets, but IKNN has a large float-
ing gap. This may be because the first two models take into
account the general preferences of the user, while IKNN on-
ly considers the similar items of the last element in the ses-
sion. The last item cannot represent the main intention of
the current session stably in different situations. Besides, F-
PMC with sequential information on the Yoochoose dataset
performs better than BPR-MF. This shows that the sequential
pattern plays a positive role in the recommendation. But at the
same time, we find that BPR-MF performs better than FPMC
on the Retailrocket dataset, and SKNN performs equally well
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Figure 2: Effectiveness of neighborhood sessions and self-attention
networks on Retailrocket and Yoochoose 1/64.

or significantly better than deep learning methods. These t-
wo phenomena suggest that sequential patterns in the session
may not be as important as we think in some cases.

The deep learning approaches (GRU4Rec, STAMP, N-
ARM, SASRec and CSRM) outperform the most traditional
methods, indicating the advantages of deep learning methods
in dealing with sequential information in sessions. STAMP
and NARM perform better than GRU4REC, confirming the
effectiveness of capturing short-term memory and the main
intent in a session to improve recommendation performance.
Besides, SASRec outperforms all other baselines on the Re-
tailrocket dataset by learning the long-term dependencies be-
tween items in the session regardless of distance, and CSR-
M performs the best among the baselines on the Yoochoose
dataset for considering the collaborative information.

Our proposed method CoSAN consistently outperforms
other competitive methods in terms of three evaluation met-
rics on both datasets. Compared with CSRM, the better re-
sults of CoSAN mean explicitly finding neighborhood ses-
sions for each item in the current session instead of retrieving
the neighborhood sessions based on the main intent of the cur-
rent session is useful, because the latter model may contain a
lot of noise from irrelevant sessions and the collaborative in-
formation it utilizes is lack of diversity. Moreover, CoSAN
employs the self-attention network to capture long-range de-
pendencies between collaborative items through adaptively
assigning weights to previous collaborative items regardless
of their distances in the current session, while CSRM applies
GRU to express user preferences. This indicates the effec-
tiveness of self-attention network for modeling long-term de-
pendencies and learning session representation. Furthermore,
the improvement on Retailrocket is larger than that on Yoo-
choose. This probably because the neighborhood sessions
may play a greater role when the session is shorter.

4.4 Influence of Components
To further illustrate the effect of collaborative information
and self-attention networks, we compare the performance of
CoSAN and two variants of CoSAN on Retailrocket and Yoo-
choose 1/64. CoSAN-CI refers to CoSAN without the collab-
orative item representation which actually amounts to SAS-
Rec, and GRUCI refers to the model which replaces the self-
attention layers in CoSAN with GRU. In Figure 2, we first
find that CoSAN outperforms CoSAN-CI. This proves that
focusing mostly on considering the sequential characteristics
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Figure 3: Effectiveness of the latent dimensionality d and the num-
ber of neighborhood sessions K on all datatsets.

is insufficient to predict the next-item. It is essential to in-
volve collaborative information since similar sessions tend
to click on similar items. And the collaborative item rep-
resentation in CoSAN could convert the item embedding to
session-related item embedding which is well-suited to the
personalized recommendation. Second, CoSAN achieves a
better performance than GRUCI. This shows the effectiveness
of self-attention networks for session-based recommendation
rather than GRU. Finally, since self-attention networks are su-
perior to GRU in modeling session preferences, GRUCI out-
performs CoSAN-CI on Retailrocket, which further demon-
strates the vital role of collaborative item representation.

4.5 Influence of Hyper-Parameters
We evaluate the influence of varying the latent dimension-
ality d and the number of neighborhood sessions K only in
terms of HR@5 on all datasets, due to the space constraint.
As shown in Figure 3, increasing latent dimensionality can
improve our model, and the proper number of neighborhood
sessions is important. The latent dimensionality determines
the complexity of the model, and the larger latent dimension-
ality may fit the model better. Moreover, fewer neighborhood
sessions are insufficient to provide enough collaborative in-
formation for the current session, while more neighborhood
sessions bring the noise.

5 Conclusion
In this paper, we proposed a novel method named Collabora-
tive Self-Attention Network (CoSAN) for Session-based Rec-
ommendation. Specifically, we design a collaborative item
representation to learn a dynamic item representation by ag-
gregating the embedding of neighborhood sessions which are
similar to the current session, and then learn the collabora-
tive session representation and model the long-range depen-
dencies between collaborative items with a self-attention net-
work. Our model considers not only the preference of cur-
rent and neighborhood sessions but also the dynamics of item
representation. Our experimental results showed that CoSAN
outperforms the state-of-the-art methods on two real-world
datasets in terms of HR, MRR, and NDCG.
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