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a b s t r a c t

Target-oriented Opinion Word Extraction (TOWE) is a new emerging subtask of Aspect Based Sentiment
Analysis (ABSA), which aims to extract fine-grained opinion terms for a given aspect term from a
sentence. In this task, the key point is how to find the correct opinion that is far away from its
corresponding aspect. Ideally, reinforcement learning (RL) seems to be a promising approach due to its
delayed reward mechanism. However, as aspect-opinion interaction data is likely to be complicated, it
is not easy to directly apply RL techniques to improve the performance. In this paper, we propose
a novel Padding-Enhanced Reinforcement learning model (PER) to address this issue. Specifically,
PER first designs a multiplex heterogeneous graph to cover both sequential structure and syntactic
structure in order to enrich their interactions and alleviate the long distance issue. By formulating
the extraction task as a Markov Decision Process (MDP), PER then walks on the designed graph to
infer corresponding opinions for each aspect. In addition, a padding module is further designed to
aggregate rich information from distant nodes to guide the exploration process. Extensive experimental
results on four widely used datasets illustrate that our proposed model consistently outperforms the
state-of-the-art methods.

© 2021 Elsevier B.V. All rights reserved.
1. Introduction

Target-oriented Opinion Word Extraction (TOWE) is a new
merging subtask of Aspect Based Sentiment Analysis (ABSA).
OWE has attracted considerable attention because it can provide
ine-grained opinion information rather than just user rating
cores when analyzing user reviews [1–5]. It has been widely
sed in identifying users’ attitude towards an aspect of a product,
nd explaining why they like or dislike it. Given an aspect, the
oal of TOWE aims to extract its corresponding opinion terms
rom a sentence. As shown in Fig. 1, given the example sentence
It absolutely is more expensive than most PC laptops, but the ease
f use, security, and minimal problems that have arisen make it well
orth the price tag.", we could find that ‘‘use’’ and ‘‘price tag’’
re aspect terms, ‘‘ease’’ and ‘‘well worth’’ are opinion terms. In
OWE task, given the aspect term ‘‘use’’, the goal is to extract
ts corresponding opinion term ‘‘ease’’, and given the aspect term
‘price tag’’, the goal is to extract its corresponding opinion term
‘well worth’’.

Due to its valuable benefits to many practical applications
i.e., sentiment classification [6–9], opinion summarization [10,
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950-7051/© 2021 Elsevier B.V. All rights reserved.
11]), various models are recently designed to make a correct
extraction. Fan et al. [1] firstly explicitly brought out TOWE task,
and released a benchmark corpus including four datasets. They
formulate it as a sequence labeling task. After that, a few methods
were proposed for improvement. Wu et al. [2] leverage transfer
learning in order to get more opinion knowledge from sentiment
classification task. Though effective, these models still cannot per-
form well once the aspect term is far away from its corresponding
opinion.

Syntactic dependency trees contain rich linguistics informa-
tion. Many works [12–14] attempt to leverage syntactic depen-
dency trees for the aspect term extraction task. For example, Yin
et al. [14] learn new word embeddings based on the dependency
path between words. Some researchers propose to introduce
syntactic structures into the TOWE task. Meanwhile, graph neural
networks (GNNs) [15–18] seem to be helpful to learn the repre-
sentations of words from syntactic structures. Veyseh et al. [3]
find that syntactic dependency trees are critical for the TOWE
task. Some related opinion terms, which are far from aspect term
in sequential structure, are usually close to aspect term based
on the syntactic structure. Therefore, they put the distance infor-
mation of syntactic structure into graph convolutional networks
(GCNs) [19] to alleviate this long distance issue. Zhou et al. [4]
also leverage GCNs and calculate an important weight for each
edge in order to learn the difference of dependency relations
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Fig. 1. An example of TOWE task. The aspect terms are in blue and the opinion terms are in red. TOWE task aims to extract corresponding opinion terms for an
spect term in the sentence. We use arrows to connect the aspect and its corresponding opinion term in this figure.
etween words. Jiang et al. [5] propose a novel attention-based
elational graph convolutional neural network (ARGCN) to exploit
yntactic information over dependency graphs.
These methods mentioned above leverage supervised learning

o capture partial features to identify opinion terms based on
equential structure or syntactic structure during training. How-
ver, they could not effectively explore all relationships between
spect terms and opinion terms in the two structures, especially
hen the opinion terms are far from the aspect terms. Recently,
einforcement learning (RL) [20–22] has achieved great success in
any real world applications, such as information retrieval [23,
4], machine translation [25,26], recommendation [27–29], and
uestion answering [30,31], etc. Randomly walking on a graph
ith RL approach is widely used for finding explainable paths
r reasoning over knowledge graph [32,33]. Due to its delayed
eward mechanism, it can well explore several steps to inquire
he result in order to maximize the cumulative reward. Therefore,
L seems to be a promising solution for the TOWE task by lever-
ging its strong reasoning capability to identify the relationship
etween aspect terms and opinion terms.
In this paper, we propose a novel Padding-Enhanced Rein-

orcement learning model (PER). Specifically, we construct a mul-
iplex heterogeneous graph which captures the information from
oth sequential and syntactic structures in order to alleviate the
ong distance issue. We formulate the TOWE task as a Markov
ecision Process (MDP), and apply RL on the multiplex heteroge-
eous graph for word extraction. By using this method, we can
xplore a path from aspect term to opinion term. To the best
f our knowledge, it is the first time that RL approach has been
xplicitly explored and applied in the TOWE task. Although it
s appealing in theory, it is a non-trivial problem to optimize a
ong-term reward for opinion extraction in practice. First, aspect-
pinion interaction data is usually complicated. For a given aspect
erm, it is challenging to recognize all opinion terms by reasoning
ver such a multiplex heterogeneous graph. To deal with this
ssue, we design a reward function which can better guide the
gent to explore on the graph. Second, as the agent can only
hoose actions based on information from their one-hop nodes,
nd it is a challenge to capture rich information from other dis-
ant nodes. To address this issue, we introduce a padding module
hich can aggregate the rich information from distant nodes to
elp guide the agent when choosing actions.
In summary, the main contributions of our work are as fol-

ows:

• We formulate the TOWE task into a Markov Decision Process
(MDP). To the best of our knowledge, it is the first time that
RL approach has been explicitly explored and applied in the
TOWE task.
• We propose a novel multiplex heterogeneous graph to cap-

ture both sequential structure and syntactic structure in-
formation, which is designed to alleviate the long distance

problem.
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• We introduce a padding module to capture rich information
from distant nodes, which can help to guide the exploration
process of RL.
• Experimental results on four real-world datasets show that

our model consistently outperforms all state-of-the-art
baselines in terms of all evaluation metrics.

2. Related work

2.1. Target-oriented opinion words extraction

Target-oriented Opinion Words Extraction (TOWE) is a new
emerging subtask of Aspect Based Sentiment Analysis (ABSA). The
early related works mainly focus on aspect term extraction (also
called opinion target extraction) which is a subtask in ABSA. Hu
and Liu [10] leverage association mining to extract aspect terms.
Yin et al. [14] leverage syntactic dependency information to learn
new word embeddings and use CRF for aspect term extraction.
Xu et al. [34] employ two types of pre-trained embeddings:
general-purpose embeddings and domain-specific embeddings,
and design a simple CNN model for aspect term extraction.

Later, some works extract both aspect terms and opinion
terms at the same time, but they fail to capture the correspond-
ing relationships. For example, Qiu et al. [35] propose to utilize
syntactic relation rules and double propagation. They attempt to
propagate information between opinion words and aspect words.
Liu et al. [36] employ different pre-trained word embeddings and
RNNs to extract terms. Wang et al. [37] apply multiple attention
layers to learn interactively to propagate information between
aspect terms and opinion terms. This method can exploit indirect
relations between terms and boost the results considerably.

Recently, Fan et al. [1] firstly propose the TOWE task and
formulate it as a sequence labeling problem. Due to lack of anno-
tated data, Wu et al. [2] transfer sentiment classification task into
TOWE task to gather more opinion knowledge via an auxiliary
learning signal. Though these approaches achieve the state-of-
the-art performance, they still suffer challenges when extracting
opinions that are far from the corresponding aspects. Veyseh
et al. [3] further leverage graph convolutional networks (GCNs)
[38] to aggregate the information from neighbors based on the
syntactic structure. Zhou et al. [4] leverage GCNs to generate
syntactic representations of words. As not all words are equally
important to the TOWE task, they calculate an important weight
for each edge to distinguish effects of different neighbors. Jiang
et al. [5] propose a novel attention-based relational graph convo-
lutional neural network (ARGCN) to exploit syntactic information
over dependency graphs, while they also introduce a target-
aware representation to fully exploit opinion target information
in a concise way.

Differ with existing works, we propose a novel complex mul-
tiplex heterogeneous graph to capture both sequential structure
and syntactic structure information, and explicitly apply RL to
reason over this graph in order to effectively extract correspond-

ing opinion terms for a given aspect.
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Fig. 2. The process of building our multiplex heterogeneous graph for the example sentence - ‘‘The food is not good’’. The dashed lines denote sequential edges,
and the solid lines denote syntactic edges. Notice that we do not draw self-loop edge of every word for clarity.
2.2. Reinforcement learning

Reinforcement learning (RL) [20–22] is an area of machine
earning concerned with how agents take actions in an environ-
ent to maximize the cumulative reward. Due to its advantage of
onsidering long-term feedback, RL achieves substantial success
n various areas, such as information retrieval [23,24], machine
ranslation [25,26], recommendation [27–29,39], and question
nswering [30,40], etc. For example, Feng et al. [41] utilize a
onte Carlo tree search strategy to alleviate the greedy selection

n diverse ranking. Ranzato et al. [25] introduce reinforcement
earning algorithm for text generation to avoid exposure bias.
ian et al. [42] design an RL framework to directly optimize
he long-term user engagement in online recommendation. Wang
t al. [43] apply reinforcement learning to open-domain QA to
eal with the lack of annotation in the passage selection.
Reasoning over a graph with RL approach also has been used

idely in many areas such as knowledge graph reasoning [44–
6], explainable recommendation [33,42], and conversation sys-
em [47], etc. For example, Hildebrandt et al. [48] infer the miss-
ng triple in the graph based on debate dynamics, where two
gents explore over the graph to prove the query is right or
rong. Zhao et al. [33] try to reason over an item knowledge
raph and find a path to explain why we recommend an item
o a user. By reasoning over the graph to get correlative entities,
oon et al. [47] generate better response in conversation system.
To the best of our knowledge, our work is the first time to

xplicitly apply reinforcement learning approach for the TOWE
ask.

. Graph construction

To model both the sequential structure and syntactic structure
ffectively in order to alleviate the long distance issue, in this
ection, we design a novel multiplex heterogeneous graph which
an capture the information of these two different structures
n a single graph. After that, a Markov Decision Process (MDP)
ill be applied on this graph for word extraction. The multiplex
eterogeneous graph has two types of edges, i.e., sequential edge
nd syntactic edge, within a node pair. Specifically, for a given
entence W = {w1, w2, . . . , wn} where wi represents the ith
word in the sentence and n is the number of words in the
sentence, we transform W into a multiplex heterogeneous graph
G, which consists of two subgraphs, i.e., a sequential subgraph
Gseq and a syntactic subgraph Gsyn.

The sequential subgraph Gseq
= {V, Eseq

} is built based on
the sequential structure shown in Fig. 2(a), where V is the set of
words and Eseq is the set of sequential edges between two words,

each edge (dashed line) represents a sequential relation between

3

two consecutive words. We define the triple (wi, e
seq
ij , wj) ∈ Gseq

which means word wi and wj are connected by an edge eseqij in
graph Gseq. The syntactic subgraph Gsyn

= {V, Esyn
} is built based

on the syntactic structure shown in Fig. 2(b), where V is the same
word set as we defined in Gseq and Esyn is the set of syntactic edges
between the words, each edge (solid line) denotes a syntactic
dependency relation between two words. Similarly, we define
the triple (wi, e

syn
ij , wj) ∈ Gsyn where wi, wj ∈ V, esynij ∈ Esyn.

In addition, we also extend Esyn by adding a self-loop edge eloopii ,
i ∈ (1, 2, . . . , n).

The multiplex heterogeneous graph G is formulated as G =
{V, E} = {Gseq, Gsyn

}, where V denotes the same word set as
defined above, and E = Eseq

∪ Esyn. G is an undirected graph,
i.e., if (wi, erij, wj) ∈ G, then (wj, erji, wi) ∈ G, where r ∈ {seq, syn}.
Fig. 2(c) demonstrates an example of the multiplex heteroge-
neous graph.

4. Methodology

In this section, we introduce our proposed Padding-Enhanced
Reinforcement learning model (PER) for the TOWE task. Denote
the parameters of the model as θ , we formulate the TOWE task
into a Markov Decision Process (MDP). Our goal is to find an
optimal policy π∗ to walk and automatically extract opinion
words on the multiplex heterogeneous graph. To this end, we
first randomly initialize πθ and use it as a prior knowledge,
which will be used to search a better policy πe by leveraging
the Monte Carlo tree search (MCTS). Then we update the policy
πθ by minimizing the difference between πe and πθ . We repeat
the above two operations interchangeably until convergence or a
specified number of iterations is reached.

4.1. MDP formulation of TOWE

The goal of the TOWE task is to extract opinion terms for a
given aspect term from a sentence W . An aspect or opinion term
may contain several words while the RL agent needs to find all
opinion words and label them correctly.

We use a MDP to formulate the TOWE task with our proposed
multiplex heterogeneous graph and utilize RL to learn the explor-
ing rules on graph, which can explore a path to extract opinion
terms by using both sequential and syntactic information.

Assume La and Lo are the aspect label sequence and the
opinion label sequence, respectively. Following Ramshaw and
Marcus [49], La is obtained by labeling every word and point-
ing out the positions of terms in the sentence by utilizing BIO
schema (L = {B: beginning, I: inside, O: other}) for the aspect
term. Lo is obtained in a similar way.
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State S: Let st ∈ S denote the state at time step t , where S
is the state space. The agent needs the sentence W , the graph
= {V, E}, the given aspect term which is represented by the

equence La and history path Pt to make a correct decision. We
esign the state as a tuple st = (W, G,La,Pt ), where Pt =

(ei, wφ(i), loi )|i ∈ [0, t]} records the action information (chosen
dge ei, chosen neighbor word wφ(i), the predicted opinion label
o
i of wφ(i)) for each time step i. The agent has reached word wφ(t)
t time step t , where the φ(t) is the index of word wφ(t) in the
entence W . The agent starts from the first word of aspect term,
hus the aspect label of wφ(0) must be B, and s0 = (W, G,La,P0)
here P0 = {(∅, wφ(0),∅)}. When the agent chooses STOP
ction or the maximum explore time step has been reached, the
xploring process will stop at time step T and we obtain the
erminal state sT which includes the whole path PT .

Action A: At each time step t , At = {(e, w, lo)|e ∈ E, lo ∈
, (wφ(t), e, w) ∈ G}∪{STOP} is a set of possible actions according
o st . And the whole action space is A = ∪At . It is worth
oting that we do not allow the agent to go back to the word
hich already exists in history path Pt in order to make the
gent focus on exploring new words. If the agent performs action
t = (et+1, wφ(t+1), lot+1) ∈ At , it moves through an edge et+1 from
urrent word wφ(t) to a neighbor word wφ(t+1), and predicts the
pinion label lot+1 for wφ(t+1). When the agent thinks all opinion
ords have been explored, it will choose the STOP action to stop
xploring new words.
Reward R: As there is no intermediate reward (i.e., Rt =

) available during the path exploring process, we employ the
elayed reward strategy (i.e., use the terminal reward RT ) to

evaluate the whole path PT . A high quality path should be able
o label opinion words correctly based on a few actions. How-
ver, since sequential edge and syntactic edge are not equally
mportant, we still need to balance them.

Based on all above-mentioned intuitions, we introduce three
inds of rewards, i.e., exploration reward Re, accuracy reward Ra
nd efficiency reward Rf , which are defined as follows:

Re =
n̂o

no
, (1)

Ra =
nc

T
, (2)

Rf = −
βnsyn + (1− β)nseq

n
, (3)

where no is the number of opinion words in the ground truth, n̂o
s the number of hit opinion words in path PT , nc is the correct
redicted label count in PT , nsyn and nseq denote the number
f syntactic edges and sequential edges in PT , respectively, n
epresents the length of the sentence W , β ∈ (0, 1) is a hy-
er parameter which controls the edge selection preference of
he agent, e.g., a higher β will encourage the agent to select a
equential edge.
The exploration reward Re means the path PT should cover

ll opinion words and the accuracy reward Ra means the agent
hould predict correct labels for every word in the path PT .
eanwhile, the path should be shorter in order to reduce useless

nformation. Therefore, the efficiency reward Rf controls the
gent to explore the path based on a few actions and balance the
atio of syntactic edges and sequential edges in path PT . Consid-
ring about the three kinds of rewards, the terminal reward is
ritten as:

T = Re ·Ra +Rf , (4)

As we mentioned before, a good path should cover all the
pinion words (i.e. Re) with all correct labels (i.e. Ra). Therefore,
e multiply reward R and R in order to satisfy two conditions
e a e

4

t the same time. As longer paths would get more useless infor-
ation and lead to more negative reward, we introduce reward
f to let the agent learn to explore faster. Please note that when
syn + nseq = 0, the agent will refuse to explore on the graph,
herefore we define RT = −1 for this special case.

Transition function T : The transition function T : S ×
→ S is defined that: st+1 = T (st , at ) = (W, G,La,Pt ∪

(et+1, wφ(t+1), lot+1)}), where means state records the information
f action at = (et+1, wφ(t+1), lot+1).
Value function Vθ : The value function Vθ : S → R is a scalar

valuation. It is learned to approximate the terminal reward RT
or judging the quality of the whole path (an episode) based
n the input state st . So we calculate state representation st by
ncoding the path Pt . Therefore the state representation st and
alue Vθ (st ) calculated by Pt = {(ei, wφ(i), loi )|i ∈ [0, t]} can be
ritten as:

ht = MLP(et ⊕wφ(t) ⊕ lot ⊕ lat ; θstep), (5)

st = BiGRU(st−1,ht; θgru), (6)

θ (st ) = MLP(st; θv), (7)

here et is the embedding of edge et , wφ(t) is the pre-trained
mbedding of word wφ(t), lot is the embedding of predicted opin-
on label of wφ(t), lat is the embedding of aspect label of wφ(t), ⊕
enotes the concatenation operator, θgru denotes all the related
arameters of the Bi-directional Gated Recurrent Unit (BiGRU)
etwork, in addition, θstep and θv are parameters of two Multi-
ayer Perceptrons (MLPs). Please note that here we use lat in order
o add more information of the given aspect term.

Policy πθ : Our goal is to learn a path-exploring policy πθ

hat calculates the probability distribution of all actions a ∈ At
ased on the state st . To this end, we need to calculate the
epresentation ha of each action. As we mentioned above, the
gent will select STOP action based on path Pt . We leverage st
o calculate ha of the STOP action:

a = MLP(st; θstop), (8)

here θstop represents the parameters of MLP.
The remaining actions are all about exploring on the graph.

he representation ha of action a = (e, w, lo) calculated with the
ew word embedding which is generated by padding module can
e written as:

a = MLP(e⊕w′ ⊕ lo ⊕ la; θstep), (9)

here e and lo are the corresponding embeddings of the each
lement e and lo of action a, la is the embedding of aspect label
f word w and w′ is the new embedding of word w which
enerated by the padding module. We share the same parameters
step which is used in the value function. Since the probability of
n action should consider both the state and action, for any action
∈ At , we define its probability as:

θ (a|st ) =
exp{MLP(st ⊕ ha; θπ )}∑

a′∈At
exp{MLP(st ⊕ ha′; θπ )}

, (10)

here θπ denotes as the parameters in the MLP.

.2. Padding module

As the agent can only choose actions based on information
rom their one-hop nodes, while the rich information of distant
odes will be ignored. To utilize the rich information of distant
odes in state st and better guide the exploration process, we
esign a padding module to capture extra information that is
gnored by the agent, and feed it into the action representations to
etter guide the exploration process. It is worth noting that there
xists two type structures in our multiplex heterogeneous graph
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. To fully capture their unique semantics, we introduce two
ifferent paddings for every word to help aggregate semantics
rom Gseq and Gsyn respectively.

Firstly, we get syntactic paddings by a graph neural net-
ork (GNN). We define a simple GNN to consider effects of dif-

erent kinds of syntactic edge. For a word wi in the syntactic sub-
raph Gsyn, there is a neighbor word set Nwi = {wj|(wi, e

syn
ij , wj) ∈

Gsyn
}. In the kth layer GNN, we get the word embedding wk

i of wi
by:

αij =
exp{Wkeij}∑

wj′∈Nwi
exp{Wkeij′}

, (11)

k
i =

∑
wj∈Nwi

αijwk−1
j , (12)

here eij is the embedding of edge esynij between words wi and
j, Wk is a parameter matrix in the kth layer GNN. We define
0
i = wi, where wi is the pre-trained embedding of word wi. As
he maximum layer is K, we define the K-layer word embedding
K
i as the syntactic padding wsyn

i of word wi.
Then we get sequential padding of word wi by a BiGRU:

seq
i = BiGRU(wseq

i−1,wi; θseq), (13)

here θseq are parameters to learn.
Final, we combine the two kinds of padding by averaging:
′

i = Average(wsyn
i ,wseq

i ), (14)

here the new word embedding w′i contains further information
or guiding the agent better.

.3. Searching policy by MCTS

If we only leverage the policy πθ to greedily select for sampling
nd training, we may get a suboptimal path. Because the agent
as no idea about reasoning over the multiplex heterogeneous
raph at first, while it is impossible to explore the whole space
or the optimal paths. Therefore we leverage MCTS to make a
euristic search in the whole space for a good policy πe as a prior
nowledge. We employ MCTS by following Silver [50] with four
teps.
Selection: Starting from the root node sr , MCTS recursively

elects the child nodes until a leaf node is reached. At each node
t , MCTS selects an action at based on both the action value
(st , a) and the uncertain estimate U(st , a), which can be written
s:

at = argmaxa(Q (st , a)+ U(st , a)), (15)

(st , a) = cP(a|st )

√∑
a′∈At

N(st , a′)

1+ N(st , a)
, (16)

where c is a hyper parameter to control the level of exploration of
MCTS, P(a|st ) is a prior probability, and N(st , a) is the visit count.

Evaluation: When reaching a leaf node st , the value V (st ) of
the node is estimated either with the value function Vθ (st ) or with
the terminal reward RT depending on whether or not the node is
a terminal node (i.e., the end of an episode). Formally, the value
V (st ) is:

V (st ) =
{

RT , when st is a terminal node;
Vθ (st ), otherwise. (17)

Expansion: If st is a non-terminal leaf node, we will expand
the tree by adding all child nodes (corresponding to every action
a ∈ At ) of node st . We initialize each new child node with
P(a|s ) = π (a|s ),Q (s , a) = 0,N(s , a) = 0.
t θ t t t

5

Backup: We recursively backup the element Q ,N of all tree
nodes according to the path Pt by:

Q (s, a)←
V (s)+ Q (s, a)× N(s, a)

N(s, a)+ 1
, (18)

N(s, a)← N(s, a)+ 1. (19)

After reaching the maximum simulation time, we randomly
choose the action according to searching policy πe. A softmax
function with temperature τ is used to get probabilities for every
action based on the visit count N(s, a).

e(at |st ) =
exp{N(st , at )1/τ }∑

a′∈At
exp{N(st , a′)1/τ }

. (20)

4.4. Learning and prediction

Our policy πθ is learned to mimic the searching policy πe by a
cross entropy loss and value function Vθ is learned to predict the
final reward RT by a mean square error.

Lθ = (RT − Vθ (st ))2 − πe(st )⊤logπθ (st )+ ρ ∥θ∥2 , (21)

where ρ is a parameter controlling the level of l2 weight regular-
ization. Please note that we optimize πθ and πe interchangeably,
i.e., we fix πθ to optimize πe, and vice versa.

During test time, we select action at = argmaxa∈At πθ (a|st )
for each step. When reaching a terminal state sT , we generate a
predicted opinion label sequence Lo

T based on PT = {(ei, wφ(i),
loi ), i ∈ [0, T ]}, where the φ(i)-th label in Lo

T is loi . For the words in
sentence W which not exists in the path PT , we assign the label
O to these words.

5. Experiment

5.1. Datasets and metrics

We evaluate our model on four widely used datasets gener-
ated by Fan et al. [1]. The 14res and 14lap are derived from the
SemEval challenge 2014 Task4 [51], 15res is from SemEval chal-
lenge 2015 Task12 [52] and 16res is from SemEval challenge 2016
Task5 [53]. The suffixes ‘‘res’’ and ‘‘lap’’ mean that the reviews
are from restaurant domain and laptop domain, respectively. Each
sample in these datasets consists of a review sentence, a given
aspect term in the sentence and its corresponding opinion terms.

We use the metrics precision, recall, and F1 score to measure
the performance of baselines and our model. An opinion term is
considered to be a correct prediction when the position (i.e., the
beginning and the ending offset) of the term as well as the label
of the term are both predicted correctly.

5.2. Settings

We initialize word embedding vectors with 300 dimension
Glove [54] vectors which are pre-trained on 840 billion words.
We fixed the word vectors during training. We randomly initialize
the edge embeddings and label embeddings, and learn these
embeddings during training. For GNN, we empirically set the
number of layers as 3. The l2 weight regularization ρ is 1e−5,
hyper parameter β in reward function is 0.3 and c in MCTS is
5.
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Fig. 3. The pipeline of our model to explore a path on the graph. The goal is to find a good path from aspect term to opinion term and predict correct label for every
word to distinguish if it is an opinion word. The left part of the figure shows that the agent first chooses a sequential edge (dashed line) at t = 0 and a syntactic
dge (solid line) at t = 1. After that, the agent will take the next action by choosing an edge, going to a neighbor word through it and predicting the opinion label
f the neighbor word. The right part of the figure shows the framework of our model, we also use dashed border and solid border of circles to distinguish the word
s connected by a sequential edge or a syntactic edge.
Table 1
Main experiment results(%). Best results are in bold (for P, R, and F1 score, the larger is the better).
Model 14res 14lap 15res 16res

P R F1 P R F1 P R F1 P R F1

Distance-rule 58.39 43.59 49.92 50.13 33.86 40.42 54.12 39.96 45.97 61.90 44.57 51.83
Dependency-rule 64.57 52.72 58.04 45.09 31.57 37.14 65.49 48.88 55.98 76.03 56.19 64.62
LSTM 52.64 65.47 58.34 55.71 57.53 56.52 57.27 60.69 58.93 62.46 68.72 65.33
BiLSTM 58.34 61.73 59.95 64.52 61.45 62.71 60.46 63.65 62.00 68.68 70.51 69.57
Pipeline 77.72 62.33 69.18 72.58 56.97 63.83 74.75 60.65 66.97 81.46 67.81 74.01
TC-BiLSTM 67.65 67.67 67.61 62.45 60.14 61.21 66.06 60.16 62.94 73.46 72.88 73.10
IOG 82.85 77.38 80.02 73.24 69.63 71.35 76.06 70.71 73.25 82.25 78.51 81.69
LOTN 84.00 80.52 82.21 77.08 67.62 72.02 76.61 70.29 73.29 86.57 80.89 83.62
ONG(Glove) 82.36 79.81 81.07 74.95 70.69 72.76 81.34 71.60 76.16 86.53 83.24 84.85

PER(Our) 86.43 80.39 83.30 80.68 70.72 75.38 81.50 75.05 78.14 90.00 84.00 86.90
5.3. Baselines

We compare our model with the following baselines:
Distance-rule [10]: this method uses POS tags and distances

o extract the opinion words, and it chooses the nearest adjective
o the aspect term as the opinion term.

Dependency-rule [11]: it learns the dependency paths with
OS tags from aspect word to opinion word, then uses the high
requency dependency templates to extract from the test data .

LSTM/BiLSTM [36]: this approach employs word embeddings
o represent words, put them into a LSTM or BiLSTM, and makes a
-class classification for every hidden state. It is a sentence-level
pinion words extraction.
Pipeline [1]: it combines BiLSTM and distance rule. After get-

ing the result of BiLSTM, it chooses the nearest opinion term to
he aspect term as the final result.

TC-BiLSTM: this method follows the design of the work for
arget-oriented sentiment classification [7]. This method uses
he average embedding of the aspect term as the aspect vector,
oncatenates it to every word embedding of the sentence, and
uts them into BiLSTM to do sequence labeling.
IOG [1]: the authors use six different positional and directional

STMs to extract opinion terms of the aspect term.
LOTN [2]: it transfers sentiment classification task into TOWE

ask to gather more opinion knowledge via an auxiliary learning
ignal.
ONG [3]: this method introduces distance information of syn-

actic structure into extraction. It employs BERT to get word
mbeddings in the paper and we reproduce the model by using
love vectors for a fair comparison.
6

5.4. Results

Table 1 shows the performance of our model and baseline
models. We can observe that our proposed model achieves the
best performance among all methods on the four datasets.

The performance of Distance-rule is unsatisfactory due to the
fact that it only finds the single word as the opinion word.
Dependency-rule achieves a better performance than Distance-
rule but it is still considerably worse than other sequence-labeling
based approaches. LSTM and BiLSTM perform not well in the task
because they will extract the same opinion terms for different
aspect terms in the sentence. The Pipeline extracts the nearest
opinion term of the aspect term and obtains a high performance
as compared with LSTM/BiLSTM. TC-LSTM performs worse than
Pipeline, as it concatenates the aspect vector to each word, while
neglecting the position information of the aspect term. IOG is
better than other baselines, but it suffers from the high model
complexity and no supplementary information. LOTN transfers
sentiment classification task into TOWE and get better results,
but it relies on leveraging external information, which limits
its applications in real-world scenario. ONG leverages the dis-
tance information in syntactic structure and it performs better
than other baselines. However, ONG ignores the dependency
relations of syntactic structure, which results in a sub-optimal
performance. Our model PER achieves significant improvements
over all the baselines. For example, on the dataset 14res, PER
outperforms the state-of-the-art method ONG by 4.07%, 0.58%,
2.23% in terms of P, R, F1, respectively. Similar improvements can
also be observed on the other three datasets. The results verify
the effectiveness of introducing the two structures, i.e., sequential
structure and syntactic structure, as well as employing RL in the
task of TOWE.
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Table 2
Experiment results(%) of analyzing the effects of two structures and padding module.
Model 14res 14lap 15res 16res

P R F1 P R F1 P R F1 P R F1

No sequential part 83.26 74.85 78.83 72.62 65.96 69.13 77.10 68.97 72.81 85.84 77.33 81.36
No syntactic part 83.22 72.72 77.62 74.60 66.31 70.21 73.65 66.33 69.80 83.93 75.62 79.56
no padding 81.49 75.24 78.24 71.29 65.26 68.14 71.80 72.82 72.31 83.06 77.52 80.20
No sequential padding 83.19 74.95 78.86 72.19 64.55 68.16 77.20 69.37 73.08 85.03 77.90 81.31
No syntactic padding 86.38 76.99 81.42 77.69 68.78 72.97 80.27 72.62 76.25 85.89 81.14 83.45

PER(Our) 86.43 80.39 83.30 80.68 70.72 75.38 81.50 75.05 78.14 90.00 84.00 86.90
Fig. 4. The effect of parameter β .

.5. Ablation study

In order to learn the effects of different parts of our model,
e compare PER with the following variations: (i) no sequen-
ial part: we remove the sequential structure (dashed line in
ig. 3) from our model, and also remove BiGRU from padding
odule because there is no sequence structure information, (ii)
o syntactic part: we remove the syntactic structure (solid line
n Fig. 3) from our model, and also remove GNN from padding
odule, (iii) no padding: we remove the padding module and

let the agent make decision only by 1-hop neighbor information,
(iv) no sequential padding: we remove the BiGRU from the
padding module, (v) no syntactic padding: we remove the GNN
from the padding module. From Table 2, we can know that the
two structures are important and can compensate each other
for extracting opinion words. For example, on the dataset 14res,
if we remove sequential part, the performance decrease 3.17%,
5.54%, 4.47% in terms of P, R, F1, respectively. Similar trends can
also be observed on other datasets when remove different parts.
Meanwhile, both parts of padding module play an important role
in guiding the exploration in the graph. And if we remove the
whole padding module, the performance is worse than removing
either the sequential padding or the syntactic padding.

5.6. The effect of parameter β

In this section, we study the sensitivity of PER to the parame-
ter β , and explore how the different values of β would affect our
odel performance. Fig. 4 shows the F1 score of PER by varying β

from 0 to 1 with a step size 0.1 on all datasets. From the figure, we
can observe that with the increase of the value of β , the F1 score
first gradually increases until it reaches the highest performance
at β = 0.3, and then starts to decline.

This result shows that our propose model prefer a relative
small β (e.g., 0.3), which means the syntactic structure will pro-
vide more explainable information in our model and the agent

prefers to choose more syntactic edges than sequential edges.

7

Fig. 5. A multiplex heterogeneous graph of the third sentence in Table 3. We
show the reasoning path explored by the agent.

5.7. Case study

Table 3 presents the results of our method PER and the
best performing baseline ONG on some cases and analyze the
strengths and weaknesses of them. The first case shows that ONG
predicts a wrong opinion word ‘‘anywhere’’, this is because ONG
uses the distances between the words and the aspect term in the
dependency trees to measure how likely a word is an opinion
word. However, both words ‘‘fast’’ and ‘‘anywhere’’ have the same
distance to the aspect term ‘‘Boot time’’ on dependency tree,
which cause ONG predicts ‘‘anywhere’’ as an opinion word. The
second case shows that ONG only extract the opinion word ‘‘easy’’
while neglect the opinion word ‘‘intuitive’’. The third case, ONG
could not extract any opinion words. In contrast, our proposed
approach PER correctly extracts all opinion terms.

5.8. Path analysis

In Table 4, we show the reasoning paths generated by PER
for every sentence in Table 3. We can find that the agent can
leverage both sequential information and syntactic information
to explore a path which starts from the first word of aspect term
and covers all opinion terms. Though we set β = 0.3 to let the
agent tend to choose syntactic edges, it can still find the relations
from context and use sequential edges to explore a shorter path in
the third case. We also show the multiplex heterogeneous graph
and the reasoning path of the third sentence in Fig. 5. PER can
get the correct result with a good quality path in such a complex
situation.

As we shown in Fig. 5, the agent starts moving from ‘‘touch-
screen’’ which is the first word of the given aspect term ‘‘touch-
screen functions’’. The agent first chooses a sequential edge,
moves to the neighbor word ‘‘functions’’, and predicts the label
O for the word ‘‘functions’’ which indicates it is not an opinion
word. Then the agent chooses a syntactic edge, moves to word
‘‘enjoy’’, and predicts the label I for it, indicating ‘‘enjoy’’ is a
word in the opinion term, but not the beginning word of the
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Table 3
Cases of the extracted results of our method and the best performing baseline method. The aspect terms are
underlined and the corresponding opinion words are in bold. The ‘‘NULL’’ represents that the prediction is empty.
SENTENCE ONG PER

Boot time is super fast, around anywhere from 35 s to 1 min. fast, anywhere fast
Everything is so easy and intuitive to setup or configure. easy easy, intuitive
Did not enjoy the new Windows 8 and touchscreen functions. NULL not enjoy
Table 4
The paths explored by PER of the sentences in Table 3. The type of chosen edge
is shown above the arrows between two words and the opinion label predicted
by the agent is shown in the parentheses behind the word. The meaning of the
dependency relations in the examples: acomp: adjectival complement, compound:
compound, conj: conjunct, dobj: direct object, neg: negation modifier, nmod: nominal
modifier, nsubj: nominal subject, xcomp: open clausal complement. And the relation
eq is the sequential edge.

Boot
compound
−−−−−→ time(O)

nusbj
−−−→ is(O)

acomp
−−−→ fast(B) −−−→ STOP

configure
conj
−−−→ setup(O)

xcomp
−−−→ easy(B)

conj
−−−→ intuitive(B) −−−→ STOP

touchscreen
seq
−−−→ functions(O)

dobj
−−−→ enjoy(I)

neg
−−−→ not(B) −−−→ STOP

opinion term. In the next step, the agent chooses a syntactic edge,
moves to word ‘‘not’’, and predicts the label B for it, i.e. ‘‘not’’
s the beginning word of the opinion term. The agent prefers to
hoose the syntactic edge when there exists two kinds of edges
etween words ‘‘not’’ and ‘‘enjoy’’, because we set a relative small
. Finally, the agent thinks all opinion words have been explored.
herefore, it chooses STOP action to stop reasoning over the
raph.

. Conclusion

In this paper, we propose a novel deep reinforcement learn-
ng model for the TOWE task. We first propose a multiplex
eterogeneous graph which captures both sequential structure
nd syntactic structure. Then, we formulate the TOWE task as a
arkov Decision Process (MDP) to reason over the graph for in-

erring corresponding opinion for each aspect. To our knowledge,
t is the first time that RL approach has been explicitly explored
nd applied in this task. And to fully use the rich information of
istant nodes in the state, we design a padding module to ag-
regate them. Experimental results on four widely used datasets
how that our model consistently outperforms all baselines.
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