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ABSTRACT 1 INTRODUCTION

Graph neural networks (GNNs) have recently emerged as an ef-
fective collaborative filtering (CF) approaches for recommender
systems. The key idea of GNN-based recommender systems is to
recursively perform message passing along user-item interaction
edges to refine encoded embeddings, relying on sufficient and high-
quality training data. However, user behavior data in practical
recommendation scenarios is often noisy and exhibits skewed distri-
bution. To address these issues, some recommendation approaches,
such as SGL, leverage self-supervised learning to improve user
representations. These approaches conduct self-supervised learn-
ing through creating contrastive views, but they depend on the
tedious trial-and-error selection of augmentation methods. In this
paper, we propose a novel Adaptive Graph Contrastive Learning
(AdaGCL) framework that conducts data augmentation with two
adaptive contrastive view generators to better empower the CF
paradigm. Specifically, we use two trainable view generators - a
graph generative model and a graph denoising model - to create
adaptive contrastive views. With two adaptive contrastive views,
AdaGCL introduces additional high-quality training signals into
the CF paradigm, helping to alleviate data sparsity and noise issues.
Extensive experiments on three real-world datasets demonstrate
the superiority of our model over various state-of-the-art recom-
mendation methods. Our model implementation codes are available

at the link https://github.com/HKUDS/AdaGCL.
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Recommender systems are a crucial tool for web applications, help-
ing users to navigate the overwhelming amount of information
available online. These systems provide personalized recommen-
dations of items that users might be interested in, such as prod-
ucts on online retail platforms [19, 27], posts on social networking
sites [8, 35], and video sharing platforms [25, 34]. One of the most
common approaches for generating these recommendations is col-
laborative filtering (CF), where the system uses the preferences of
similar users or items to suggest new items for a given user [5, 29].
Collaborative filtering (CF) models have traditionally relied on
matrix factorization (MF) to learn latent user and item embeddings
from interaction data. However, with the rise of graph neural net-
works (GNNs), there has been a growing interest in using these
models to propagate information along the user-item interaction
graph and learn more sophisticated representations of user-item
interactions. PinSage [33], NGCF [21], and LightGCN [4] are exam-
ples of GNN-based CF models that have shown promising results
in personalized recommendations. These models use graph con-
volutional networks (GCNs) to propagate embeddings over the
user-item interaction graph, allowing them to capture higher-order
interactions between users and items that are not captured by other
alternative CF models. In particular, PinSage and NGCF use multi-
layer GCNss to capture both local and global information about the
user-item interaction graph, while LightGCN simplifies the mes-
sage passing process by omitting the non-linear transformer and
only using a simple weighted sum of the neighboring embeddings.
Graph-based collaborative filtering models have become increas-
ingly popular in recommender systems. However, these models
face challenges that current techniques have not adequately ad-
dressed. One such challenge is data noise, which can arise due to
various factors, such as users clicking on irrelevant products due
to over-recommendation of popular items. Directly aggregating
information from all interaction edges in the user-item interaction
graph can lead to inaccuracies in user representations, and multi-
hop embedding propagation can worsen the noise effect. Therefore,
existing graph-based CF models may not accurately capture user
interests and generate inaccurate recommendations. Furthermore,
the sparsity and skewed distribution of recommendation data can
negatively impact effective user-item interaction modeling. As a
result, current approaches may suffer from the problem of user data
scarcity, where high-quality training signals may be limited.
Recently, some recommendation methods, such as SGL [26],
SLRec [32] and HCCF [30], have leveraged self-supervised learn-
ing to improve user representations. These methods introduce
additional supervision information by creating contrastive views
through probability-based random masking or adding noise. How-
ever, these operations may keep some noisy interactions or drop
important training signals during the data augmentation process,
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limiting the applicability and potential of contrastive learning.

Contribution. Given the limitations and challenges of existing
solutions, we propose a novel Adaptive Graph Contrastive Learning
(AdaGCL) framework to enhance the robustness and generalization
performance of recommender systems. Our approach leverages
adaptive contrastive learning to introduce high-quality training
signals, empowering the graph neural CF paradigm. While several
recent studies have used contrastive learning to improve model
performance, they all require specific ways to create contrastive
views. The selection of methods for creating contrastive views can
be burdensome and often limited to a pool of prefabricated views,
which can limit their potential and applicability. To address these
issues, we integrate a graph generative model and a graph denois-
ing model to establish views that adapt to the data distribution,
achieving adaptive contrastive views for graph contrastive learning.
By providing two different and adaptive views, we offer additional
high-quality training signals that can enhance the graph neural
CF paradigm and help address the problem of model collapse in
contrastive learning-based data augmentation.

In summary, this paper makes the following contributions:
e We propose a novel self-supervised recommendation model, called

AdaGCL, that enhances the robustness of the graph CF by distill-

ing additional training signals from adaptive contrastive learning.

o AdaGCL employs two trainable view generators, namely a graph
generator and a graph denoising model, to create contrastive
views. These views address the problem of model collapse and
enable adaptive views for contrastive learning, ultimately en-
hancing the effectiveness of the graph neural CF paradigm.

o Our experimental results demonstrate that our AdaGCL outper-
forms various baseline models on multiple datasets, highlighting
its superior performance and effectiveness. Furthermore, our ap-
proach is able to address the challenges of data noise and user
data scarcity, which can negatively impact the accuracy of col-
laborative filtering models for recommendation.

2 PRELIMINARIES AND RELATED WORK

2.1 Collaborative Filtering Paradigm

WeletU ={uy,--- ,uj, -+ ,uf (U = Dand V ={or,--- ,0j,--- , 05}
(IV| = J) represent the set of users and items, respectively. The
interaction matrix A € RZ*J indicates the implicit relationships
between each user in U and his/her consumed items. Each entry
A;j in A will be set as 1 if user u; has adopted item v; before
and A;j = 0 otherwise. Upon the constructed interaction graph
structures, the core component of graph-based CF paradigm lies
in the information aggregation function, gathering the feature em-
beddings of neighboring users/items via different aggregators, e.g.,
mean or sum. The objective of CF task is to forecast the unobserved
user-item interactions with the encoded corresponding representa-
tions. The assumption of the collaborative filtering paradigm is that
users who exhibit similar behavior are more likely to share similar
interests. One popular paradigm of existing collaborative filtering
(CF) approaches involves using various embedding functions to
generate vectorized representations of users and items. The similar-
ity matching function is then introduced to estimate the relevance
score between a user u; and a candidate item v;.
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2.2 Graph-based Recommender Systems

Graph neural architectures have become increasingly popular in
recent years due to their ability to effectively model complex rela-
tionships between users and items in recommendation systems [28].
These architectures leverage graph embedding propagation tech-
niques to encode the interactions between users and items in the
form of graph embeddings. One important advantage of graph
neural architectures is their ability to capture multi-hop connec-
tions between users and items. This allows the model to capture
more complex and nuanced relationships between users and items.
Some architectures, like PinSage [33] and NGCF [21], use graph
convolutional networks in the spectral domain. Others, like Light-
GCN [4], simplify the non-linear transformation and use sum-based
pooling over neighboring representations for improved efficiency.
These architectures encode each user and item into transformed
embeddings while preserving multi-hop connections.

Moreover, fine-grained graph-based relational learning tech-
niques among users and items have been introduced in graph neural
networks for user/item representations. Examples of these tech-
niques include DGCF [22], DCCF [13], and DRAN [24]. These tech-
niques aim to learn disentangled or behavior-aware user represen-
tations by exploiting the graph-structured multi-intent information.
In addition to these techniques, graph neural networks have also
been increasingly used in next-item recommendation tasks to cap-
ture the temporal dependencies between items and how a user’s
preferences for certain items evolve over time. Models such as
DGSR [37], RetaGNN [6], and GCE-GNN [23] represent the user’s
historical interactions as a sequence of items and use graph-based
message passing to update each item’s embedding based on the
information from its neighbors. This approach allows the models
to capture the dependencies and relationships between items and
how a user’s preferences for certain items evolve over time, leading
to more accurate and effective recommendations.

2.3 Self-Supervised Graph Learning

Despite the success of supervised learning in many applications,
obtaining a large labeled dataset can be a challenging and expensive
task. To overcome this limitation, self-supervised learning (SSL) has
emerged as a promising solution. In the context of graph machine
learning, SSL has been shown to be effective for learning high-
quality representations of graph data. One of the recent advances
in SSL is the use of contrastive learning with auxiliary training
signals generated from various graph data, such as heterogeneous
graph [7], spatio-temporal graph [38] and molecular graph [39]. SSL
with contrastive learning has been shown to improve the quality
of embeddings for graphs, leading to better performance on tasks,
such as node classification and link prediction.

Self-supervised graph learning has also been introduced into
recommender systems, to show great potential for enhancing rep-
resentations of users and items with contrastive SSL [26] or gener-
ative SSL [11] techniques. One example of a self-supervised graph
learning framework is SGL [26], which generates contrastive views
of the user-item interaction graph using random node and edge
dropout operations. By maximizing the agreement between the
embeddings of the contrastive views, SSL signals can be incorpo-
rated into the model joint learning process. Another example is
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Figure 1: Overall framework of the proposed AdaGCL model.

GFormer [11], which leverages the graph autoencoder to recon-
struct the masked user-item interactions for augmentation. By gen-
erating augmented training data in this way, the model can learn
more effective representations of users and items. Additionally, the
use of self-supervised graph learning techniques has benefited a
variety of recommendation scenarios. For example, S3-Rec [40]
S3-Rec is based on a self-attentive neural architecture and uses
four auxiliary self-supervised objectives to learn the correlations
among various types of data, including attributes, items, subse-
quences. C2DSR [2] is a cross-domain sequential recommendation
approach that proposes a contrastive cross-domain infomax objec-
tive to enhance the correlation between single- and cross-domain
user representations. SLMRec [15] is a SSL approach for multimedia
recommendation that captures multi-modal patterns in the data.

3 METHODOLOGY

In this section, we introduce the AdaGCL framework, which is
composed of three parts. The first part uses a graph message pass-
ing encoder to capture local collaborative relationships among
users and items. The second part proposes a novel adaptive self-
supervised learning framework that includes two trainable view
generators made of variational and denoising graph models. The
third part introduces the phase of model optimization. The overall
architecture of the AdaGCL model is illustrated in Figure 1.

3.1 Local Collaborative Relation Learning

To encode the interaction patterns between users and items, we
follow the common collaborative filtering paradigm by embedding
them into a d-dimensional latent space. Specifically, we generate
embedding vectors e; and e; of size RY for user u; and item vj,
respectively. We also define embedding matrices EW ¢ RIXd and
E(®) e R/*? to represent the embeddings of users and items, re-
spectively. To propagate the embeddings, we design a local graph

embedding propagation layer inspired by the simplified graph con-
volutional network used in LightGCN [4].

A9 = Ay B, 2 = A, B, (1

To represent the aggregated information from neighboring items/users
to the central node u; and v;, we use the vectors zi() and zj(z’)
respectively, both having a dimension of R?. We derive the nor-
malized adjacent matrix A € R/ from the user-item interaction
matrix A. Specifically, A is calculated using the following formula:

- 12 Aij
A=D - A-D _/° Aj;j=——, )
(u) (v) NG| - IN;]
The diagonal degree matrices for users and items are D(u) € RT*!

and D(v) € R/*/ respectively. The neighboring items/users of user
u; and item v are denoted by N; and N respectively.

To refine the user/item representations and aggregate local neigh-
borhood information for contextual embeddings, we integrate mul-
tiple embedding propagation layers. We denote the embedding of
user u; and item v; at the [-th graph neural network (GNN) layer
asei,[™ andej, 1 (@) respectively. We formally define the message
passing process from the (I — 1)-th layer to the I-th layer as follows:

+e. z +e.

(w) _ ()
€l Ty teur S0 TEyter

iy w G _ ) () 3)
To obtain the embedding for a node, we sum its embeddings across
all layers. The inner product between the final embedding of a user

u; and an item v} is used to predict u;’s preference towards v;:

L L
egu) = eg), e;v) = ej(_’z;), bij = el(u)—re;v). (4)
=0 =0
3.2 Adaptive View Generators for
Graph Contrastive Learning

3.2.1 Dual-View GCL Paradigm. Existing graph contrastive
learning (GCL) methods, such as those proposed in [12, 26, 30],
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Figure 2: Workflow of the graph denoising model.

generate views in specific ways, such as randomly dropping edges,
nodes, or constructing hypergraphs. However, selecting an appro-
priate method for generating views can be burdensome, as it often
relies on tedious trial-and-error or a limited pool of prefabricated
views. This limitation can restrict the applicability and potential
of these methods. To overcome this issue, we propose using two
learnable view generators to obtain adaptive views for GCL.

Developing view generators for graph contrastive learning meth-
ods poses a challenge due to the risk of model collapse, where two
views generated by the same generator share the same distribu-
tion, potentially leading to inaccurate contrastive optimization. To
address this challenge, we propose using two distinct view genera-
tors that augment the user-item graph from different perspectives.
Specifically, we employ a graph generative model and a graph de-
noising model as our two view generators. The graph generative
model is responsible for reconstructing views based on graph dis-
tributions, while the graph denoising model leverages the graph’s
topological information to remove noise from the user-item graph
and generate a new view with less noise.

In line with existing self-supervised collaborative filtering (CF)
paradigms, such as those proposed in [26, 30], we use node self-
discrimination to generate positive and negative pairs. Specifically,
we treat the views of the same node as positive pairs (i.e., (€’i,
e’ Du; € U), and the views of any two different nodes as negative
pairs (i.e., (€', €' i’)uj, uy € U, u; # uy). Formally, the contrastive
loss function that maximizes the agreement of positive pairs and
minimizes that of negative pairs is as follows:

exp(s(e;, e;) /1)

user _ 1o
1 g AR
5$ u;u Zuiz eruexp(s(ei,ei,/r)

(©)

To measure the similarity between two vectors, we use the cosine
similarity function denoted by s(-), with the hyper-parameter ¢
known as the temperature in softmax. We compute the contrastive
loss for the item side as £*¢™ in a similar way. By combining these
two losses, we obtain the objective function for the self-supervised
task, which is denoted by L = L;‘ssler + Litem

ssl

3.22 Graph Generative Model as View Generator. The recent
emergence of learning-based graph generative models [9, 18] pro-
vides a promising solution for view generator. In this study, we
adopt the widely-used Variational Graph Auto-Encoder (VGAE) [9]
as the generative model, which combines the concept of variational
auto-encoder with graph generation. Compared to GAE, VGAE in-
corporates KL divergence to reduce the risk of overfitting, allowing
for more diverse graphs to be generated by increasing the uncer-
tainty. This feature provides a more challenging contrastive view
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for contrastive learning. Additionally, VGAE is relatively easier to
train and faster than other currently popular generation models
such as generative adversarial networks and diffusion models.

As illustrated in Fig. 1, we utilize a multi-layer GCN as the en-
coder to obtain the graph embeddings. Two MLPs are utilized to
derive the mean value and the standard deviation of the graph em-
bedding, respectively. With another MLP as the decoder, the input
mean value and the standard deviation with Gaussian noise will be
decoded to generate a new graph. The loss of VGAE is defined:

Lgen = Lkl + Ldis= (6)
The term Ly refers to the Kullback-Leibler divergence (KL di-
vergence) between the distribution of node embeddings and the
standard Gaussian distribution. On the other hand, £ ;, is a cross-
entropy loss that quantifies the dissimilarities between the gener-
ated graph and the original graph.

3.2.3 Graph Denoising Model as View Generator. GNN mod-
els use message passing mechanisms to propagate and aggregate
information along the input graph to learn node representations.
However, the quality of the input graph can heavily impact model
performance since messages aggregated along noisy edges can
decrease the quality of node embeddings. Therefore, for the sec-
ond view generator, we aim to generate a denoising view that can
enhance model performance against noisy data.

To improve the quality of node embeddings obtained after each
layer of GCN, we propose a graph neural network that incorporates
a denoising layer to filter out noisy edges in the input graph. This
parameterized network is shown in Fig. 2. The main concept behind
our approach is to actively filter out noisy edges in the input graph
using a parameterized network. For the I-th GCN layer, we use a
binary matrix M e 0, 111 X‘(Vl, where mij denotes whether the
edge between node u; and v; is present (0 indicates a noisy edge).

Formally, the adjacency matrix of the resulting subgraph is Al =
A © M, where © is the element-wise product. The straightforward
idea to reduce noisy edges with the least assumptions about Alis
to penalize the number of non-zero entries in M! of different layers.

ZHM’HO Z D, Iml; = 0l, )

=1 (u,0)€e
where [[-] is an indicator function, with I[True]| = 1 and I[False] =
0, || - ||p represents the Iy norm. However, because of its combina-
torial and non-differentiability nature, optimizing this penalty is
computationally intractable. Therefore, we consider each binary
number m jto be drawn from a Bernoulli distribution parameter-

ized by 7[ ,ie., m i~ Bern(ﬂl ). Here, 7r - describes the quality
of the edge (u, v). To efﬁc1ently optlmlze subgraphs with gradient
methods, we adopt the reparameterization trick and relax the binary

entries m from being drawn from a Bernoulli distribution to a
determlnlstlc function g of parameters a . € R and an independent

I
random variable ¢. That is mi,j = g(oci,j, ).
Based on above operations, we design a denoising layer to learn
the parameter a . that controls whether to remove the edge (u,

v). For the [-th GNN layer, we calculate al.j for user node u and
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its interacted item node v with al{j = fell (eﬁ, ei.), where fgll is an
MLP parameterized by 0. In order to get mf jowe also utilize the
concrete distribution along with a hard sigm’oid function. Within
the above formulation, the constraint on the number of non-zero
entries in M! in Eq. (7) can be reformulated with:

L
Le=) ), (=B 008, ®

I=1 (u;,05)€e
where P o(sl ) is the cumulative distribution function (CDF) of
L]

1 1 I :
o(s i j), o(-) extends the range of s i and s ijis drawn from a binary

concrete distribution with ag ; parameterizing the location.

3.3 Learning Task-aware View Generators

Although two view generators could learn to generate better views
from different aspects, there may be no optimization signals to
adjust generated views to the main CF task. The straightforward
idea is introducing commonly-used BPR loss, as follows:

‘£pr = Z —loga(gui - guj), (9)
(u,i,j)eO

The training data is represented by O = (u, 1, j)|(u, i) € O, (u, j)
€ O, where O" denotes the observed interactions and O~ =
U x 1 /O* denotes the unobserved interactions.

To train the graph generative model, we use the node embed-
dings encoded by the VGAE encoder to compute BPR loss. The loss
function Lgen is then updated as follows:

Lgen =L+ Lgis + LZ;’; + AZ||®||]2:> (10)
where © is the set of model parameters, while A, is a hyperparame-
ter used to control the strength of the weight-decay regularization.

To train the graph denoising model, we use the node embeddings
obtained by the denoising neural network to compute the BPR loss.
The loss function £, is updated as follows:

Laen = Lo+ Ligt + 2210 (11)

3.4 Model Training

The training of our proposed model consists of two parts. In the
upper-level part, we adopt a multi-task training strategy to jointly
optimize the classic recommendation task (Eq. (9)) and the self-
supervised learning task (Eq. (5)):

Lupper = Lppr + M1 Lggr + /12”9”12:, (12)

where © refers to the set of model parameters in the main task,
which in this work, is the set of parameters of Light GCN. Addition-
ally, A1 and A are hyperparameters that control the strengths of
SSL and L, regularization, respectively.

The lower-level part of the training involves optimizing the
generative and denoising view generators based on Eq. (10) and
Eq. (11), which is formally presented as follows:

Liower = Lgen + Lien- (13)
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Table 1: Statistics of the experimental datasets.

Dataset [ User # [ Item # [ Interaction # [ Density
Last.FM 1,892 17,632 92,834 2.8%x 1073
Yelp 42,712 | 26,822 182,357 1.6x107*
BeerAdvocate | 10,456 13,845 1,381,094 9.5x 1073

3.5 Time Complexity Analysis

We analyze the time complexity of our proposed model by consider-
ing its three key components. Firstly, the local collaborative relation
learning module takes O(L x |A|xd) time, which is the same as that
of LightGCN. Here, L denotes the number of graph neural layers,
| Al is the number of edges in the user-item interaction graph, and d
denotes the embedding dimensionality. Secondly, the graph gener-
ative model (VGAE) costs O(|A| x d?) time. Thirdly, the denoising
layers in the graph denoising model cost O(L x |A| X d?) time. Fi-
nally, the contrastive learning paradigm costs O(LXBX (I+]) X d),
where B denotes the number of users/items included in a single
batch. I and J denote the number of users and items, respectively.

4 EVALUATION

To evaluate the effectiveness of our proposed model, our experi-
ments are designed to answer the following research questions:

e RQ1: What is the performance of our proposed model compared
to various state-of-the-art recommender systems?

e RQ2: How do the key components of our proposed model con-
tribute to its overall performance on different datasets?

o RQ3: How well can our proposed model handle noisy and sparse
data compared to baseline methods?

e RQ4: How do the key hyperparameters influence the perfor-
mance of our proposed model framework?

4.1 Experimental Settings

4.1.1 Evaluation Datasets. We conduct experiments on three
datasets collected from online applications, Last.FM, Yelp, and Beer-
Advocate. The statistics of these datasets are shown in Table 1.

e Last.FM: This dataset contains social networking, tagging, and
music artist listening information collected from a set of users
from the Last.fm online music system.

o Yelp: This commonly-used dataset contains user ratings on busi-
ness venues collected from the Yelp platform. It is a valuable
resource for studying user preferences and behavior in the con-
text of personalized venue recommendations.

e BeerAdvocate: This dataset contains beer reviews from BeerAd-
vocate. We process it using the 10-core setting by keeping only
users and items with at least 10 interactions.

4.1.2 Evaluation Protocols. We follow the recent collaborative
filtering models [4, 26] and split the datasets by 7:2:1 into training,
validation, and testing sets. We adopt the all-rank evaluation proto-
col, where for each test user, the positive items in the test set and
all the non-interacted items were tested and ranked together. We
employ the commonly-used Recall@N and Normalized Discounted
Cumulative Gain (NDCG)@N as evaluation metrics for recommen-
dation performance evaluation. We set N to 20 by default.
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Table 2: Performance comparison on Last.FM, Yelp, BeerAdvocate datasets in terms of Recall and NDCG.

Dataset | Metric | BiasMF | NCF [ AutoR [ PinSage [ STGCN | GCMC | NGCF | GCCF | LightGCN [ SLRec [ NCL | SGL | HCCF | SHT | DirectAU | Ours | p-val. |
Recall@20 | 0.1879 [ 0.1130 [ 0.1518 | 0.1690 | 0.2067 | 0.2218 | 0.2081 | 0.2222 | 02349 | 0.1957 | 0.2353 | 0.2427 | 0.2410 | 0.2420 | 0.2422 | 0.2603 | 2.1~

LastiM | NDCG@20 | 01362 | 0.0795 | 01114 | 0.1228 | 0.1528 | 0.1558 | 01474 | 01642 | 01704 | 0.1442 | 0.1715 | 0.1761 | 01773 | 01770 | 0727 | 0.1911 | 9.5~
Recall@40 | 0.2660 | 0.1693 | 0.2174 | 02402 | 0.2940 | 0.3149 | 0.2944 | 03083 | 03220 | 0.2792 | 0.3252 | 0.3405 | 0.3232 | 0.3235 | 0.3356 | 0.3531 | 6.9¢ >

NDCG@40 | 0.1653 | 0.0952 | 0.1336 | 0.1472 | 0.1821 | 0.1897 | 0.1829 | 0.1931 | 0.2022 | 0.1737 | 0.2033 | 0.2104 | 0.2051 | 0.2055 | 0.2042 | 0.2204 | 5.6¢™*

Recall@20 | 0.0532 | 0.0304 | 0.0491 | 00510 | 0.0562 | 0.0584 | 0.0681 | 0.0742 | 0.0761 | 0.0665 | 0.0806 | 0.0803 | 0.0789 | 0.0794 | 0.0818 | 0.0873 | 1.5¢~°

Yelp NDCG@20 | 0.0264 | 0.0143 | 0.0222 | 0.0245 | 0.0282 | 0.0280 | 0.0336 | 0.0365 | 0.0373 | 0.0327 | 0.0402 | 0.0398 | 0.0391 | 0.0395 | 0.0424 | 0.0439 | 1.8¢™5
Recall@40 | 0.0802 | 0.0487 | 0.0692 | 0.0743 | 0.0856 | 0.0891 | 0.1019 | 0.1151 | 0.1175 | 0.1032 | 0.1230 | 0.1226 | 0.1210 | 0.1217 | 0.1226 | 0.1315 | 3.2¢°
NDCG@40 | 0.0321 | 0.0187 | 0.0268 | 0.0315 | 0.0355 | 0.0360 | 0.0419 | 0.0466 | 0.0474 | 0.0418 | 0.0505 | 0.0502 | 0.0492 | 0.0497 | 0.0524 | 0.0548 | 2.7~/

Recall@20 | 0.0996 | 0.0729 | 0.0816 | 0.0930 | 0.1003 | 0.1082 | 0.1033 | 0.1035 | 0.1102 | 0.1048 | 0.1131 | 0.1138 | 0.1156 | 0.1150 | 0.1182 | 0.1216 | 7.7¢°
BeerAdvocate | NPCG@20 | 0.0856 | 0.0654 | 0.0650 | 0.0816 | 0.0852 | 0.0901 | 0.0873 | 0.0901 | 00943 | 0.0881 | 0.0971 | 0.0959 | 0.0990 | 0.0977 | 0.0981 | 0.1015 | 49¢°
Recall@40 | 0.1602 | 0.1203 | 0.1325 | 0.1553 | 0.1650 | 0.1766 | 0.1653 | 0.1662 | 0.1757 | 0.1723 | 0.1819 | 0.1776 | 0.1847 | 0.1799 | 01797 | 0.1867 | 13¢"

NDCG@40 | 0.1016 | 0.0754 | 0.0794 | 0.0980 | 0.1031 | 0.1085 | 0.1032 | 0.1062 | 0.1113 | 0.1068 | 0.1150 | 0.1122 | 0.1176 | 0.1156 | 0.1139 | 0.1182 | 2.4¢”"

4.1.3 Compared Baseline Methods. We evaluate our proposed
AdaGCL by comparing it with various baselines for comprehensive
evaluation. The details of the baselines are as follows.

SLRec [32]: It integrates contrastive learning between node fea-
tures as regularization terms in order to improve the efficacy of

BiasMF [10]: It is a matrix factorization method that aims to
enhance user-specific preferences for recommendation by incor-
porating bias vectors for users and items.

NCEF [5]: It is a neural network-based method that replaces the
dot-product operation in conventional matrix factorization with
multi-layer neural networks. This allows the model to capture
complex user-item interactions and provide recommendations.
For our comparison, we utilize the NeuMF variant of NCF.

AutoR [14]: It is a method that improves the user/item repre-
sentations by using a three-layer autoencoder trained under the
supervision of an interaction reconstruction task.

GCMC [1]: This work utilizes graph convolutional networks
(GCNs) for interaction matrix completion.

PinSage [33]: It is a graph convolutional-based method that
employs random sampling in the graph convolutional framework
to enhance the collaborative filtering task.

NGCEF [21]: It uses a multi-layer graph convolutional network to
propagate information through the user-item interaction graph
and learn the latent representations of users and items.

STGCN [36]: It combines graph convolutional encoders with
graph autoencoders to enhance the model’s robustness against
sparse and cold-start samples in collaborative filtering tasks.

LightGCN [4]: This model leverages the power of neighbor-
hood information in the user-item interaction graph by using a
layer-wise propagation scheme that involves only linear trans-
formations and element-wise additions.

GCCEF [3]: It presents a new approach to collaborative filter-
ing recommender systems by revisiting graph convolutional net-
works. It removes non-linear activations and introduces a residual
network structure that alleviates the over-smoothing problem.

HCCEF [30]: A new self-supervised recommendation framework
is proposed in this work, which is able to capture both local
and global collaborative relations using a hypergraph neural net-
works enhanced by cross-view contrastive learning architecture.

SHT [31]: It integrates hypergraph neural networks and trans-
former under a self-supervised learning paradigm for data aug-
mentation to denoise user-item interactions in recommendation.

current collaborative filtering recommender systems.

e SGL [26]: The model augments LightGCN with self-supervised
contrastive learning by conducting data augmentation through
random walk and node/edge dropout to corrupt graph structures.

e NCL [12]: This is a neighborhood-enriched contrastive learning
approach that enhances graph collaborative filtering by incorpo-
rating potential neighbors into contrastive pairs. NCL introduces
structural and semantic neighbors of a user or item, developing
a structure-contrastive and a prototype-contrastive objective.

e DirectAU [17]: This new approach proposes a new learning
objective for collaborative filtering methods that measures the
representation quality based on alignment and uniformity on
the hypersphere. It directly optimizes these two properties to
improve recommendation performance.

4.2 Overall Performance Comparison (RQ1)

The effectiveness of the proposed AdaGCL is validated through
an overall performance evaluation on three datasets, comparing it
with various baselines. To ensure statistical significance, the authors
retrained AdaGCL and the best-performing baseline five times and
computed p-values. The results are presented in Table 2.

o The evaluation results indicate that AdaGCL outperforms the
baselines under both top-20 and top-40 settings, and the t-tests
validate the significance of the observed performance improve-
ments. The superior performance of AdaGCL can be attributed
to the effectiveness of the proposed contrastive learning frame-
works for data augmentation over user-item interactions. The
use of adaptive view generators ensures that informative and
diverse contrastive views are generated. This, in turn, leads to
more effective learning of user and item embeddings, resulting in
better recommendations. Overall, these findings demonstrate the
effectiveness of the proposed contrastive learning approach for
collorative filtering and highlight the importance of designing
effective data augmentation techniques for this task.

o The evaluation results demonstrate that self-supervised learning
improves existing CF frameworks, such as SLRec, SGL, and NCL.
This improvement can be attributed to incorporating an aug-
mented learning task, which provides beneficial regularization
based on the input data. For example, SLRec and SGL use sto-
chastic data augmentation to generate multiple views, while NCL
incorporates potential neighbors into contrastive pairs. However,
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Table 3: Ablation study on key components of AdaGCL.

Data Last.FM Yelp BeerAdvocate
Variants | Recall NDCG | Recall NDCG |Recall NDCG

w/o Task | 0.2562 0.1868 |0.0849 0.0425 |0.1212 0.1010
Gen+Gen | 0.2494 0.1819 | 0.0853 0.0429 |0.1187 0.0992
Random | EdgeD |0.2476 0.1794 |0.0852 0.0424 [0.1163 0.0964

AdaGCL 0.2603 0.1911 | 0.0873 0.0439 [ 0.1216 0.1015

Category

Adaptive

these methods may lose useful signals that reflect important user-
item interaction patterns. In contrast, AdaGCL has two main
advantages. First, it does not rely on random data augmenta-
tion to generate contrastive views, instead using two adaptive
view generators to create reasonable views that retain useful
information. The generative view captures the key patterns of
the original data, while the denoising generator filters out noise
signals that may interfere with the contrastive learning process.
Second, AdaGCL addresses the problem of model collapse in
contrastive learning by creating contrastive views from different
aspects with two different generators. The generative and denois-
ing views capture different aspects of the input data, ensuring
that the learned representations are diverse and informative. The
superior performance of AdaGCL compared to the baseline self-
supervised approaches validates the effectiveness of this new
self-supervised learning paradigm for CF.

4.3 Model Ablation Test (RQ2)

We conducted extensive experiments to validate the effectiveness
of the proposed methods by removing three applied techniques in
AdaGCL individually: the adaptive view generators, the task-aware
optimization for view generators, and the denoising view generator.
To evaluate the efficacy of the proposed generative and denois-
ing generators for view generation, we compare them to exist-
ing random augmentation method. Specifically, an ablated version
of AdaGCL is trained using the random edge drop augmentation
(EdgeD). Additionally, we replace the denoising view generator with
an identical VGAE-based generator (Gen+Gen), to study the impor-
tance of denoising in the view generation process. Furthermore, we
replace the task-aware optimization with the original reconstruc-
tion objective (w/o Task), to investigate the necessity of introducing
task-relevant information into model training. The variants are re-
trained and tested on the three datasets. The results are presented
in Table 3, from which we draw the following major conclusions:

o Advantage of adaptive view generators. The results presented
in Table 3 demonstrate that using the random-permutation-based
contrastive view generator (EdgeD) leads to a significant decay
in performance compared to the proposed AdaGCL approach.
This suggests that random augmentation methods may not be
sufficient for generating informative contrastive views in CF.
In contrast, the adaptive learning ability of the generative view
based on VGAE and the denoising ability of the explicit denoising
network in AdaGCL are critical for achieving superior perfor-
mance. The generative view preserves the key patterns of the
original data by modeling the graph-based user-item interaction
structures, while the denoising network filters out noise signals
that may interfere with the contrastive learning process.
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¢ Benefit of denoising view generator. We conduct additional
tests on a modified version of our model to further study the
effectiveness of our designed adaptive view generators. Specif-
ically, we remove the denoising view generator (referred to as
the Gen+Gen variant). The results show that, while the VGAE-
based view provide adaptive data augmentations that benefit
contrastive learning, it is not enough to eliminate the inherent
data noise. Our AdaGCL addresses this issue by incorporating the
denoising view into the contrastive learning process, resulting
in significant performance improvements.

o Effectiveness of the task-aware optimization. The results
show that the w/o Task variant performs worse than the pro-
posed AdaGCL on all three datasets. This suggests that using a
general-purpose auto-encoding loss and denoising loss for con-
trastive view generator training may not be sufficient for achiev-
ing optimal performance in CF. Instead, introducing BPR loss for
task-aware view generator training leads to better performance.
This highlights the importance of incorporating task-aware in-
formation to guide the training of view generators, which can
help to capture more relevant user-item interaction patterns and
improve the quality of the generated contrastive views.

4.4 Model Robustness Test (RQ3)

In this section, our experiments show that our proposed approach,
AdaGCL, exhibits superior robustness against data noise, and is
effective in handling sparse user-item interaction data.

4.4.1 Performance w.r.t. Data Noise Degree. We investigate
the robustness of our approach, AdaGCL, against data noise in
recommendation systems. To evaluate the impact of noise on our
model’s performance, we randomly replace different percentages of
real edges with fake edges and retrain the model using the corrupted
graphs as input. Concretely, we replace 5%, 10%, 15%, 20%, and 25%
of the interaction edges with fake edges in our experiments. We
compare AdaGCL’s performance with two other models, Light GCN
and SGL. To better understand the effect of noise on performance
degradation, we evaluate the relative performance compared to
the performance on the original data, and present the results in
Fig. 3. Our observations indicate that AdaGCL exhibits smaller
performance degradation in most cases compared to the baselines.

We attribute this observation to two reasons: First, the self-
supervised learning task employed by AdaGCL distills information
from two adaptive contrastive views to refine the graph embeddings.
This observation is supported by the stronger robustness of the
self-supervised method SGL compared to LightGCN. Second, both
view generators used in our approach are capable of generating a
contrastive view with less noise and more task-related information.
Additionally, we find that the relative performance degradation
on the Yelp dataset is more apparent compared to the other two
datasets. This finding is because noisy data has a larger influence
on the performance of models on sparse datasets like Yelp, which is
the sparest dataset in our experiments. Overall, our results suggest
that AdaGCL is a robust and effective model for recommendation
systems, even in the presence of data noise.

44.2 Performance w.r.t. Data Sparsity. We also investigate the
influence of data sparsity on model performance from both user
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Figure 3: Relative performance degradation w.r.t. noise ratio.

We introduce varying levels of noise by replacing 5%, 10%,
15%, 20%, and 25% of the interaction edges with fake edges.
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Figure 4: Performance w.r.t different sparsity degrees of inter-
action data for users and items, respectively, on Yelp dataset.
We divide users and items into several groups based on the
number of interactions they had in the dataset.

and item sides. We compare our proposed AdaGCL with LightGCN
and SGL in this experiment. Multiple user and item groups are
constructed based on their number of interactions in the training
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Figure 5: Hyperparameter Analysis on Last.FM and Yelp.

set, with the first group in the user-side experiments containing
users interacting with 0-10 items and the first group in the item-side
experiments containing items interacting with 0-5 users.

Fig. 4 illustrates the recommendation accuracy for our AdaGCL
and the two compared methods. Our findings highlight the follow-
ing: First, AdaGCL exhibits consistently superior performance on
datasets with different sparsity degrees, indicating its robustness in
handling sparse data for both users and items. We attribute this ad-
vantage to our adaptive contrastive view pair, which provides high-
quality self-supervised signals that mitigate the negative effects of
data sparsity. Second, the sparsity of item interaction vectors has
a more significant influence on model performance across all the
methods. Overall, our experiments demonstrate the effectiveness
of AdaGCL in handling sparse user-item interaction data.

4.5 Hyperparameter Analysis (RQ4)

In this section, the authors investigate the sensitivity of their pro-
posed model to the key hyperparameter A; for InfoNCE loss, which
controls the strength of contrastive learning. Specifically, the weight
A1 is searched in the range of (1, 1e7! 172,173, 1e7 %) to explore
its impact on the model’s performance. The results are presented
in Figure 5, which shows the model’s performance on the Last. FM
and Yelp datasets with different values of A;. It is observed that
the best performance is achieved with A; = le —1and 41 = 1.
This suggests that a large value of A1 may overly emphasize the
contrastive optimization loss.

4.6 Embedding Visualisation Analysis

In this section, we conduct an embedding visualization analysis
with the representations encoded from our proposed approach,
AdaGCL, and the baseline SGL to gain insight into the benefits
of our model. As previously mentioned, SGL uses random data
augmentation methods to create contrastive views, which can result
in poor performance when dealing with noisy data. The added
noises may unintentionally cause damage to contrastive views.
Furthermore, SGL employs the same data augmentation methods
on both contrastive views, leading to the issue of model collapse
since the two views can easily have a similar distribution.

To validate the effectiveness of our method in addressing these
limitations, we visualize the embeddings of the two contrastive
views given by AdaGCL and SGL. We randomly sample 2,000 nodes
from the Yelp dataset and map their embeddings in the three views
(i.e., one main view and two contrastive views) to the 2-D space with
t-SNE [16]. We employ the KMeans algorithm to cluster the nodes
based on their compressed 2-D embeddings and color them with



Adaptive Graph Contrastive Learning for Recommendation

KDD ’23, August 6-10, 2023, Long Beach, CA, USA

(a) Main View (b) CL View 1 (c) CL View 2

(d) Noisy Main View

(e) Noisy CL View 1 (f) Noisy CL View 2

Figure 6: View embedding visualization for AdaGCL.

(a) Main View (b) CL View 1 (c) CL View 2

(d) Noisy Main View

(e) Noisy CL View 1 (f) Noisy CL View 2

Figure 7: View embedding visualization for SGL.

different colors. To highlight the impact of noisy data on SGL and
AdaGCL, we also visualize the embeddings of polluted data, where
25% of the edges are replaced with fake edges. The visualization
results are shown in Fig.6 and Fig.7, respectively. Note that in Fig.6,
View 1 and View 2 are generated by the graph generative model
and the graph denoising model, respectively.

4.6.1 Effectiveness of Adaptive View Generators. As shown
in Fig.7(a), SGL learns a large cloud of evenly-distanced embeddings
with a few clear community structures to capture the collaborative
relations among nodes. This is because random edge dropping
tends to generate contrastive views with uniform distributions, as
shown in Fig.7(b) and Fig. 7(c). Furthermore, SGL’s two contrastive
views show more similar distributions compared to our method. In
contrast, our AdaGCL is based on two adaptive view generators
that can generate more informative and diverse views of the data.
By adaptively adjusting the views, our method is able to capture
more complex and nuanced structures of the graph, resulting in
more distinct embeddings with better clustering effects.

Furthermore, our AdaGCL demonstrates better robustness when
dealing with noisy data compared to SGL. The visualization results
of the three views of SGL (i.e., Fig.7(d), Fig.7(e), and Fig. 7(f)) show
severe over-uniform distributions. When dealing with noisy data,
SGL can produce embeddings with uniform distributions, which can
result in a loss of unique collaborative patterns in the embeddings
and negatively impact the performance of the method. In contrast,
according to the visual results of the three views of our AdaGCL
(i.e., Fig.6(d), Fig.6(e), and Fig. 6(f)), our method is more robust to
noisy data. This is because our method adaptively adjusts the views
to capture the most informative and discriminative aspects of the
data, and is therefore less affected by noise in the input.

4.6.2 Effectiveness of the Graph Denoising Model. To im-
prove the robustness of our AdaGCL to noise and avoid the issue of
model collapse, we design a graph denoising module as the second
view generator. As shown in Fig.6(c) and Fig.6(f), the contrastive

view created by the graph denoising component is less affected by
noise compared to the other view pair (i.e., Fig.6(b) and Fig.6(e)).
This is because the denoised graph contains more informative and
discriminative signals about the graph structure corresponding to
complex user-item interaction patterns, making it more robust to
noise. Moreover, our graph denoising model creates better denoised
views compared to the contrastive views in SGL (i.e., Fig.7(e) and
Fig.7(f)), validating its effectiveness in graph denoising. By incorpo-
rating the denoised graph as augmented view, the captured more
informative signals resulting in more robust user representations.

5 CONCLUSION

In this work, we propose a novel approach to improving contrastive
recommender systems through the use of adaptive view genera-
tors. Specifically, we introduce a new recommendation framework,
AdaGCL, which utilizes a graph generative model and a graph
denoising model to create contrastive views, allowing for more ef-
fective user-item interaction modeling with self-augmented super-
vision signals. Our framework demonstrates improved robustness
against noise perturbation, thereby enhancing the overall perfor-
mance of graph-based recommender systems. Through extensive
experimentation on multiple datasets, we have shown that our
proposed AdaGCL, outperforms several competitive baselines, pro-
viding validation for its superiority in contrastive recommenders.
Moving forward, an important area of research would be to
extend our framework to explore casual factors for contrastive
self-supervised learning signals in recommender systems. This
involves leveraging causal inference techniques [20] to improve
the interpretability of the self-supervised learning signals used in
contrastive learning. By accounting for the underlying causal rela-
tionships between user behaviors, we can design more effective and
informative self-supervised learning objectives that better capture
the nuances of user-item interactions. Additionally, we may investi-
gate the transferability of our model by exploring transfer learning
techniques, such as domain adaptation and multi-task learning.
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